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High-Energy Pulse Compression Techniques

Sandro De Silvestri, Mauro Nisoli, Giuseppe Sansone, Salvatore Stagira,
Caterina Vozzi, and Orazio Svelto

1 Introduction

The development of femtosecond laser sources has opened the way to the
investigation of ultrafast processes in many fields of science. An important
milestone in the generation of femtosecond pulses was posed in 1981, with the
development of the colliding pulse mode-locked (CPM) dye laser [1]. Pulses as
short as 27 fs were generated in 1984 using a prism-controlled CPM laser [2].
With the first demonstration of Kerr-lens mode-locking in a Ti:sapphire oscil-
lator in 1991 [3], performances of femtosecond sources were boosted to unpre-
cedented levels: pulses as short as 7.5fs have been directly generated by a
Ti:sapphire oscillator controlling the intracavity dispersion by using chirped
mirrors [4]; in 1999, sub-6-fs pulses were generated by using intracavity prism
pairs in combination with double-chirped mirrors [5] and with the additional
use of broadband semiconductor saturable absorber mirror [6]. In the mean-
while, owing to the introduction of the chirped-pulse amplification technique
(CPA) [7], amplification of ultrashort pulses to extremely high power levels
became accessible. Pulses as short as 20 fs have become available with terawatt
peak powers at repetition rates of 10-50 Hz [8,9,10] and with multigigawatt
peak power at kilohertz rates [11,12].

Generation of ultrashort pulses can also be achieved by extracavity compres-
sion techniques. In 1981, Nakatsuka and coworkers [13] introduced an optical
compression technique based on the interplay between self-phase modulation
(SPM) and group velocity dispersion (GVD) occurring in the propagation of
short light pulses in single-mode optical fibers. Nonlinear propagation induces
spectral broadening and chirping of the laser pulses; subsequent propagation in
an appropriate optical dispersive delay line provides compression of the chirped
pulse. The increased spectral bandwidth of the output pulse leads to the gen-
eration of a compressed pulse shorter in duration than the input one. Using this

M. Nisoli
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Department of Physics, Politecnico di Milano, Milano, Italy
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technique, pulses as short as 6 fs at 620 nm were obtained in 1987 from 50-fs
pulses generated by a CPM dye laser [14]. In 1997, 13-fs pulses from a cavity-
dumped Ti:sapphire laser were compressed to 4.6 fs with the same technique
using a prism chirped-mirror Gires—Tournois interferometer compressor
[15,16]. However, owing to the low-intensity threshold for optical damaging,
the use of single-mode optical fibers limits the pulse energy to a few nanojoules.
In 1996, a novel technique [17], based on spectral broadening in a hollow fiber
filled with noble gases, extended pulse compression to high-energy pulses
(mJ range). This technique presents the advantages of a guiding element with
a large diameter mode and of a fast nonlinear medium with high damage
threshold. The capabilities of the hollow fiber technique were demonstrated
with 20-fs seed pulses from a Ti:sapphire system [11] and a high-throughput
broadband prism chirped-mirror dispersive delay line, leading to the generation
of multigigawatt 4.5-fs pulses [18,19]. A prerequisite for achieving this result
was the control of group-delay dispersion (GDD) in the compressor stage over
an ultrabroadband (650-950 nm) spectral range. Advances in the design of
chirped multilayer coatings [20,21] led to the demonstration of chirped mirrors
providing adequate dispersion control over the above-mentioned spectral range
without the need for prisms. These mirrors have opened the way to scaling
sub-10-fs hollow fiber-based compressors to substantially higher pulse energies
than previously possible. Pulses as short as 5 fs with peak power up to 0.11 TW
were generated at 1 kHz repetition rate [22].

Owing to the strong importance of dispersion control in femtosecond tech-
nology, much effort has been spent in the last few years looking for alternative
solutions to this problem. A promising tool has been individuated in adaptive
optical elements. This approach was initially applied to CPA laser systems in
order to optimize pulse compression after amplification. Correction for high-
order dispersion terms has been achieved using liquid-crystal spatial light
modulators [23] or deformable mirrors [24,25] combined with gratings;
acousto-optic programmable dispersive filters were also successfully employed
[26]. Adaptive optics have been used in conjunction with chirped mirrors for the
compression of ultrashort pulses generated by an optical parametric amplifier
[27]. In 2003, pulses as short as 3.8 fs have been generated by adaptive compres-
sion of a supercontinuum produced in two gas-filled hollow fibers [28,29]. The
minimum pulse duration obtained so far using the hollow fiber compression
technique and a feedback phase compensation system is 2.8 fs [30].

This chapter focuses on the discussion of the standard hollow fiber compres-
sion technique, which is a widespread tool for the generation of high-energy
ultrashort pulses in the mJ range. Thanks to this technique, peak powers in the
sub-TW level are nowadays accessible with pulse duration in the sub-10-fs
regime, thus allowing the investigation of laser-matter interaction in the novel
field of ultrafast, extreme nonlinear optics. The chapter is organized as follows:
in Section 2, the hollow fiber compression technique is described; a numerical
model for nonlinear pulse propagation is presented and some guidelines
for scaling this technique are discussed; in Section 3, experimental results on
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high-energy pulse compression are presented; application and perspectives of
the compression technique are then introduced in Section 4.

2 Hollow Fiber Compression Technique

In this section, the hollow fiber compression technique is described in detail.
The technique is based on the propagation of laser pulses in dielectric capillaries
filled with noble gas. Owing to nonlinear effects occurring during propagation,
the pulses undergo spectral broadening; optical compression is then achieved by
a dispersive delay line. It must be clarified at this point that spectral broadening
could be easily obtained also by focusing the intense femtosecond pulses
directly in a bulk medium. Nevertheless, the lack of spatial uniformity in the
laser beam profile would lead to a not uniform self-phase modulation; in order
to have an optimal compression of the pulse, beam clipping would then be
required before the compression stage [31]. On the contrary, the use of a guiding
structure allows one to obtain uniform spectrally broadened pulses. In the
following, we will discuss the properties of hollow fiber propagation modes
and we will present a numerical model for nonlinear propagation of ultrashort
pulses in a gas-filled capillary.

2.1 Propagation Modes in Hollow Fibers

Light propagation in a hollow waveguide is a well-studied topic [32], which was
developed when long-distance communication in standard optical fibers was
still inaccessible. Electromagnetic radiation propagates in hollow fibers by
grazing incidence reflections; only leaky modes are supported because of
power losses through the fiber walls. Three kinds of propagation modes can
be excited: transverse circular electric (TE,,) modes, in which the electric field
lines are transverse concentric circles centered on the propagation axis; trans-
verse circular magnetic (TM,,) modes, with the electric field directed radially;
hybrid modes (EH,,,, with p > 1). In EH,,, modes all field components are
present, but axial components are so small that such modes can be thought as
transverse. For fiber diameters sufficiently larger than the optical wavelength,
EH,,, modes appear linearly polarized and can be efficiently coupled to a laser
beam. The radial intensity profile of EH,;, modes is given by [I.(r) =
LoJ3 (uyr/a), where L is the peak intensity, Jy is the zero-order Bessel function,
a is the capillary radius and uy, is the m th zero of Jy(r). The complex propaga-
tion constant §(w) of the EH;,, mode is given by [32]

== o) | ) e o
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where w is the laser frequency, 7(w) is the refractive index of the gas and v(w) is
the ratio between the refractive indexes of the external (fused silica) and internal
(gas) media. The refractive index n(w) can be calculated at standard conditions
(gas pressure p = 1 atm, temperature 7, = 273.15 K) by tabulated dispersion
relations [33]; the actual refractive index can then be easily determined in the
operating conditions used for pulse compression [34].

When the laser beam is injected into the capillary, many modes can be
excited. Nevertheless single-mode operation is generally required for pulse
compression; thus mode discrimination must be actuated. This goal can
be easily achieved by optimal coupling between the input laser beam and the
fundamental fiber mode EH;;. Assuming a Gaussian linearly polarized input
beam with an intensity profile /,(r) = Iy exp(—212/r?), it is possible to deter-
mine the equation for the coupling efficiency between the input beam and the
capillary modes. Numerical calculations show that for an optimum value of
ri/a = 0.65, the coupling efficiency of the EH;; mode with the laser beam
is ~98 %, while higher-order modes show a value lower than 0.5%. It is
worth pointing out that even if higher-order modes were excited, mode discri-
mination would be achieved anyway, owing to the higher loss rate of EH;,, with
respect to fundamental mode. This is clearly shown in Fig. 1, where the
transmission of the fundamental mode through a 70-pm-radius hollow fiber is
compared to that of the next hybrid mode EH ,; after a 60-cm propagation, the
EH;; mode has a transmission higher than 60%, while EH, has a transmission
lower than 10%.

Mode discrimination in the capillary allows one to perform a spatial filtering
of the input beam. This characteristic is depicted in Fig. 2, where the measured
beam diameter at the output of the hollow fiber is compared to numerical
calculation performed assuming a free-space propagation of a beam with an
initial shape equal to that of the EH;; mode of the fiber. The good agreement
between experimental and theoretical results is the demonstration that the
hollow fiber delivers a diffraction-limited beam at the output.

Transmission

Fig. 1 Transmission of
EH;; and EH ;> modes for a
70-pm-radius hollow fiber vs . . . . :
propagation length along 0 20 40 60 80 100
the fiber Fiber length (cm)
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Fig. 2 Solid diamonds: 6
calculated full width at half 8
maximum (FWHM) of the | @ ®
beam at the output of a
hollow fiber (radius

a =70 pm) as a function of
propagation distance; open
circles: measured values

Spot diameter (mm)
N
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2.2 Nonlinear Pulse Propagation in Hollow Fibers

The propagation of ultrashort pulses in nonlinear media is often treated
considering the evolution of the pulse envelope alone. Such approach is valid
down to single-cycle optical pulses [35], provided the slowly evolving wave
approximation (SEWA) is applicable. The SEWA has two requirements:
(a) the pulse envelope undergoes “small” changes during propagation and
(b) the carrier-envelope phase does not change significantly on a distance
equal to a wavelength. Both these conditions are met if nonlinear propagation
in noble gases is considered. In the following, we will consider a numerical
model for nonlinear propagation in the framework of the SEWA. Let us
consider a linearly polarized input pulse, whose electric field in the hollow
fiber is given in the spectral domain by

E(’(rv Z W) = F(r/a)g(z, w)éﬂ(w):j (2)

where z is the propagation coordinate along the capillary axis; r is the radial
distance from the capillary axis; F(r/a) is the modal field distribution along the
section, which is supposed to be independent of the laser frequency; 3(w) is the
propagation constant of the capillary mode excited by the laser input beam.
Assuming w, to be the central laser frequency, the complex pulse envelope
A(z, 1) can be calculated in time domain by inverse Fourier transforming of
A (z,w + wp); this procedure corresponds in the temporal domain to the extrac-
tion of the pulse envelope from the electric field waveform by elimination of the
optical carrier at the laser frequency.

In order to write the nonlinear propagation equation in a more convenient
form, a moving reference frame is usually introduced, with the new coordinates
T=1t-z/v,and Z = z, where 1/v, = Re|(93/0w),, |- In this new frame, the
propagation equation for the pulse envelope is [35,36
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g/zlimwy(uu;(%)/mﬁ 3)
where D s a differential operator accounting for radiation losses and dispersion
that will be analyzed in the following and v = won/(cSey) is a coefficient
accounting for nonlinear third-order effects during the propagation. This para-
meter is a function of the nonlinear refractive index coefficient 7, (where the
overall refractive index is 7 =n+ 172|A|2) and of the effective area of the
waveguide, which is given by S, = 0.48 7@’ for a hollow fiber. The gas non-
linear coefficient 7, is proportional to the gas pressure p according to the
relation 7, = pi», where 1), is the nonlinear refractive index per unit pressure,
which can be determined from tabulated values reported in literature [34]. It is
worth pointing out that the second term on the right hand side of (3) takes into
account two nonlinear phenomena: self-phase modulation and self-steepening.
The first is responsible for spectral broadening of the injected pulse; the second
accounts for envelope deformation owing to the different value of group
velocity at the pulse peak (where the refractive index is higher and the velocity
is lower) with respect to the wings of the pulse. This effect produces a pulse
trailing edge steeper than the leading one, thus corresponding to an asymmetric
pulse spectrum, more extended on the blue side.

One of the most used solving procedure for Eq. (3) is the so-called split-step
Fourier method. Let us reconsider the propagation equation in the form

g—; =i(D+N)A4, (4)

where A is the nonlinear operator acting on A. Let us consider the propagation
length divided in small slices of thickness & ~ 1 — 10um, so that operators N’
and D can be considered uniform over the slice. Let us also assume that the two
operators commute in the slice. On the basis of this assumption, the propaga-
tion of the optical field along the slice can be expressed as [36]

A(Z+ h, T) = exp (ih N')[exp (ih D) A(Z, T)). (5)

The operator exp (ih@) in Eq. (5) can be easily evaluated in the spectral domain;
using J to represent Fourier transform, it can be expressed as

exp (ilD)A(Z, T) = S {exp [ih D(w)|S[4(Z, T)]}, (6)

where

D(w) = Bw +wo) — Re[Bwo)] ——. ()
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The nonlinear operator can be simply written as

exp(ihN) = exp [%7(1 +wi0c’)%")A|A2} (3)

With the help of Egs. (5), (6), (7), (8), the input pulse envelope can be propa-
gated through the hollow fiber in a finite number of steps. Improved versions of
Eq. (5) can be used in order to increase the accuracy of the calculation [36]. It
must be pointed out that Eq. (7) takes into account the overall dispersion
occurring in the hollow fiber: the expression for [(w) reported in Eq. (1)
considers both the dispersion of the noble gas and that of the guiding structure.

2.3 General Considerations on the Compression Technique

Equation (3) can be generalized to a wider class of nonlinear effects, such as non-
instantaneous response of the nonlinear medium or Raman effect [36]. Both these
phenomena can take place in molecular gases such as N, and H,. The non-
instantaneous response is related to the alignment of the molecules along the field
direction; its signature is the red shift of the broadened spectrum with respect to
the initial center frequency of the pulse [19]. High-energy pulse compression
techniques based on Raman effect have also been recently proposed [37,38],
but their implementation is less trivial with respect to standard techniques.

In order to avoid retarded response of the nonlinearity or Raman effect,
noble gases are usually employed in the hollow fiber compression. A further
reason for this choice is the high damage threshold. The appearance of excessive
gas ionization at high intensities must be avoided because it can be a source of
unwanted nonlinear behaviors of the pulse; moreover, ionization at the capil-
lary entrance can be detrimental for an optimal coupling with the laser beam.
As a consequence, ionization imposes an upper limit to the input peak intensity
of the pulse; for an assigned input pulse energy, this restriction corresponds to
having a fiber radius larger than a certain value a,,;,. In order to determine the
minimum radius, we assume that the variation of the refractive index induced
by the Kerr effect, An = ,pl, is much larger than the change of the refractive
index induced by gas ionization, Any = w?/2wg, where w, = \/e?p,/(m.€o) is
the plasma frequency, e and m, are the electron charge and mass, p, is the
free-clectron density in the gas, which can be calculated using the Ammosov—
Delone—Krainov (ADK) theory [39]. Figure 3 shows the calculated minimum
fiber radius as a function of the input pulse energy, calculated for various pulse
durations, assuming An > 10° Any, and a fiber filled with helium. From numer-
ical calculations, it turns out that the dependence of the minimum radius, dpin,
on the energy, ¢, and duration, Tj, of the input pulse can be well fitted by the
following simple expression [40]:

min = A Ty &/, 9)
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Fig. 3 Minimum fiber
radius , @, as a function of
the input pulse energy,
calculated for various pulse
durations, assuming
An>10° An,ina
helium-filled hollow fiber.

70 1s the full-width at half
maximum pulse duration,

0 = 1.665 T

0 1 2 3 4 5
Energy (mJ)

where o ~ 0.45, 5~ 0.51 and A4 is a constant, which depends on the gas. The
numerical values of the constant 4 for various noble gases (in SI units) are the
followings: Ape ~2.62 x 107 ms®J 7, Ane ~ 1.14 Aye, Aur ~ 1.79 Ape,
AKr ~2.08 AHe~

Once the fiber radius has been chosen, there are two other free parameters in
order to achieve the desired spectral broadening: the fiber length and the gas
pressure. The fiber length is limited by propagation losses and by distortion of
the temporal pulse shape. We will assume that the maximum fiber length is
£ =1 m. In order to have a weak coupling from the fundamental transverse
mode of the fiber to higher-order modes [41], the maximum pulse peak power is
limited by the critical power for self-focusing, Pe; = A5/ (2t2p) [42]. Assuming
that Py/P.<0.3, the maximum gas pressure turns out to be given by the
following expression:

g
PPy

Pmax = 0.15 (10)

These scaling criteria must be considered as general guidelines that should
be followed in the design of the compression setup; the degrees of freedom in the
choice of fiber characteristics, gas type and pressure are sufficient to adapt the
technique to a large variety of laser sources and desired compression
performances.

3 Experimental Results

Using the hollow fiber technique, it is possible to generate few-cycle pulses with
peak power of the order of 0.1 TW [22]. Input pulses of 20 fs with an energy of
1 mJ were coupled into a 60-cm-long, 500-um diameter hollow fiber, filled with
argon. After recollimation by a silver mirror the beam is directed toward the
dispersive delay line. At the millijoule level, a prism chirped-mirror compressor
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Fig. 4 Measured (solid) and 8
calculated (dots) I !
interferometric
autocorrelation trace of the
compressed pulse with 0.11
TW peak power; evaluation
of pulse duration is also
displayed

SH Intensity (a. u.)

0 " 1 n " "
-20 -10 0 10 20

Time delay (fs)

cannot be employed because of self-focusing in the prisms. In this case, only
ultrabroadband chirped dielectric mirrors were used, which introduce an
appropriate group-delay dispersion over a spectral range as broad as 150 THz
(650-950nm), and exhibit a high reflectivity over the wavelength range of
600—1000 nm. The overall transmissivity of the compressor, including the recol-
limating and steering optics, is ~ 80%. By best compression we measured the
interferometric autocorrelation trace of Fig. 4, which corresponds to a pulse
duration of 5 fs. Pulse energy after compression was 0.55 mJ, which corresponds
to a peak intensity of 0.11 TW.

3.1 Sub-4-fs Regime

The compression of pulses down to the sub-4-fs regime requires the develop-
ment of ultrabroadband dispersive delay lines for dispersion compensation. In
2002, a novel spectral broadening technique was introduced, based on hollow
fiber cascading, which allows the generation of a supercontinuum extending
over a bandwidth exceeding 510 THz with excellent spatial beam quality [29].
Pulses of 25fs were coupled into an argon-filled (gas pressure 0.2 bar) hollow
fiber (0.25-mm radius). Gas pressure was chosen in order to obtain pulses with
duration of about 10fs after compression using broadband chirped mirrors.
Such pulses were then injected into a second argon-filled hollow fiber (0.15-mm
radius). The output beam presents excellent spatial characteristics (single-mode
operation) and it is diffraction limited. The pulse spectrum at the output of the
second fiber extends from ~400 nm to >1000 nm. The possibility to take advan-
tage of such ultrabroadband spectrum is strictly related to the development of
dispersive delay lines capable of controlling the frequency-dependent group
delay over large bandwidths. In 2003, ultrabroadband dispersion compensation
was achieved using a liquid-crystal spatial light modulator (SLM). The beam at
the output of the hollow fiber cascading was collimated and sent into a pulse
shaper consisting of a 640-pixel liquid-crystal SLM, two 300-line/mm grating
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Fig. 5 Temporal pulse 1.0
profile reconstructed from
a SPIDER measurement.
Pulse duration FWHM is

intensity [au]
(=]
il
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and two 300-mm focal-length spherical mirrors (4-f setup). Pulse characteriza-
tion was performed using the spectral phase interferometry for direct electric
field reconstruction (SPIDER) technique [43]. The measured spectral phase was
used to compress the pulse iteratively: compression was started with an initially
flat phase written on the liquid-crystal mask. Then, the measured spectral phase
was inverted and added to the phase applied to the SLM. Typically, five
iterations were necessary to yield the shortest pulse. Figure 5 shows the mea-
sured temporal profile of the shortest pulse. The full width at half maximum
(FWHM) is measured to be 3.77 fs [28]. The spectrum, shown in Fig. 6, spans a
bandwidth of about 270 THz.

4 Applications and Perspectives

The hollow fiber compression technique allows one to generate high-intensity
few-optical-cycle pulses. One can concentrate high-energy densities in a very
small volume by just focusing such pulses down to the diffraction limit, thus
opening the way to the tracing, with unprecedented temporal resolution, of
light-matter interaction in the extreme nonlinear regime. Amongst the numer-
ous applications of this technique, the production of high-order harmonics
focusing intense and ultrashort laser pulses in noble gases has attracted a very
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strong interest. It has been demonstrated that sub-10-fs pulses can drive the
emission of coherent radiation down to the soft X-ray region of the electro-
magnetic spectrum [44]. Many applications of this radiation to biology,
solid-state physics and nonlinear optics can be envisaged. Fluorescence by
K-shell vacancies has been induced in light elements by harmonic pulses [45].
Besides the excellent temporal properties of compressed pulses, the hollow fiber
technique delivers diffraction-limited beams with good spatial properties. The
intensity profile of the output beam has a strong relevance for the harmonic
emission yield; improved performances in harmonic generation were demon-
strated using pulses emerging from the capillary with respect to free-propagat-
ing laser pulses [46].

The development of novel cross-correlation techniques [47] has made possi-
ble to measure XUV pulse duration down to the sub-fs range and the generation
of attosecond pulses by harmonic emission was demonstrated [48], thus boost-
ing the ultrafast laser technology beyond the femtosecond barrier. It is worth
pointing out that the generation of isolated attosecond pulses requires the use of
5-fs (or shorter) driving pulses with high peak power [49]. Therefore, the
introduction of the hollow fiber compression technique has proven to be
essential in the rapidly evolving field of attophysics. In this contest, a key
parameter of the light pulse electric field, which significantly influences the
strong-field interaction, is the phase of the carrier frequency with respect to
the envelope (the so-called carrier-envelope phase, CEP).

The first experimental evidence of the CEP role of few-cycle pulses has been
obtained in strong-field photoionization [50]. For few-cycle pulses, depending
on the CEP, the generation of photoelectrons violates inversion symmetry [51].
The CEP is expected to cause an anticorrelation in the number of electrons
escaping in opposite sides orthogonally to the propagation direction of the laser
beam. In the experiment, two electron detectors were placed in opposite direc-
tions with respect to the laser focus. For each laser pulse, the number of
electrons detected with both detectors was recorded. A clear anticorrelation
was measured using 6-fs pulses with random CEP. It is worth mentioning
that CEP effects completely disappear for light pulse duration exceeding 8 fs.
Much stronger CEP effects have been measured in high-order harmonic
generation [52,53].

Perspectives in the use of the hollow fiber technique are related to its energy
scalability. The technique can be easily employed up to mJ-level laser pulses; the
upgrade toward higher energies (tens of mJ) is hindered by fiber damage and gas
ionization, thus appearing to be problematic. It must be mentioned that a
careful control of laser beam profile should be performed, in order to keep a
good coupling with the capillary and avoid damage of the fiber entrance; light
noble gases (helium or neon) should also be used, in order to increase the optical
damage threshold. As a matter of fact, novel compression techniques for very
high pulse energies, based on nonlinear laser—plasma interaction, have been
proposed [54], but are still far from routinely operation.
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5 Conclusions

Compression of high-energy pulses down to the sub-10-fs regime is nowadays a
well-established technology, essentially based on the hollow fiber technique.
Thanks to this tool, significant steps forward have been performed in nonlinear
optics and ultrafast physics, in particular in the field of attosecond pulses.
Numerous applications can be already envisaged and the apport of ultrafast
technology to scientific production seems far to be completed.
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Ultrafast Laser Amplifier Systems

Gilles Chériaux

1 Introduction

Since the beginning of the 1990s the generation of high-intense laser pulses has
known an unprecedented evolution, thanks to the conjunction of the possibility
of the chirped pulse technique and the availability of spectrally broadband laser
media. Lasers capable of producing petawatt pulses can now be built on few
optical tables in a small laboratory. We review the generation and the amplifi-
cation of ultrashort pulses by the chirped pulse amplification technique.

The application of the chirped pulse amplification (CPA) technique [1] to
solid state lasers has made possible the generation of energetic few optical cycles
pulses. Nowadays, nearly all high peak-power, ultrafast laser systems make use
of the CPA technique, followed by optical pulse compression, as illustrated in
Fig. 1.

The application of CPA to lasers originated with the work of Mourou and
his co-workers [2,3]. This is a scheme to increase the energy of a short pulse,
while avoiding non-linear effects and optical damages that could occur with
very high peak power in the laser amplification process itself. This is done by
lengthening the duration of the pulse being amplified by applying a chirp
to the spectral components. This chirp is obtained in such a way that it is
reversible, using the technique of optical pulse compression, developed by
Treacy and Martinez [4,5,6,7,8]. By lengthening the pulse in time, energy
can be efficiently extracted from the laser gain medium, while keeping the
intensity below the level of non-linear effect. CPA is particularly useful for
efficient utilisation of solid-state laser media with high stored energy density
(1-10J/cm?), where full energy extraction in a short pulse would lead to
intensities above the damage threshold of the amplifier materials. The CPA
scheme works as follows. Ultrashort pulses are generated at low pulse energy
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Fig. 1 Schematic diagram of a chirped pulse amplification—based laser system

through the use of an ultrashort-pulse mode-locked laser (oscillator). This
mode-locked laser typically generates light pulses at a high repetition rate
(~10® Hz) with pulse energy in the range of few nanojoules (10~° J), and with
pulse duration in the range of hundreds to only few femtoseconds depending
on the laser gain medium. These femtosecond pulses are then chirped using
an optical stretcher consisting of a set of optical components generating a
time delay between the different wavelengths of the initial short pulse. The
pulse is stretched in order to reach tens of picoseond to nanosecond depend-
ing on the final energy reached. One or more stages of laser amplification are
used to increase the energy of the pulse by several orders of magnitude. After
optical amplification, a grating pair (optical compressor) is then used to
“recompress” the pulse back to femtosecond duration. To achieve this
recompression back to near the original input pulse duration without tem-
poral distortions, proper optical design of the laser system is very important
and especially the pulse stretcher.

In the following sections, we discuss in detail the various components of
high-power ultrafast laser systems.

2 Ultrashort-Pulse Laser Oscillators

The CPA scheme separates the ultrashort-pulse generation process from the
amplification process. The demonstration of the self-mode-locked Ti:sapphire
laser by Sibbet and his group in 1990 [9] made possible the generation of very
short pulses in a quite simple optical layout. Titanium-doped sapphire is a
solid-state laser material with extremely desirable properties: a gain bandwidth
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spanning the wavelength region from almost 600 to 1100 nm, very high thermal
conductivity, and an energy storage density approaching 1J/cm? This last
property, although desirable for high-energy amplification, was thought to
prohibit the use of Ti:sapphire in femtosecond mode-locked lasers. Existing
passively mode-locked dye lasers relied on the low-energy storage density of the
laser dye to facilitate the mode-locking process and thus passive mode-locking
is not feasible using most solid-state gain media. However, the self-mode-locked
Ti:sapphire laser relies on a different mechanism to facilitate short-pulse gen-
eration; the Kerr non-linearity of the laser crystal. Since this non-linearity is
instantaneous and independent of the energy storage density of the laser med-
ium, it made possible an entirely new class of reliable, high average power,
ultrashort-pulse (~6fs) lasers [10,11,12,13,14,15,16]. The basic cavity config-
uration is quite simple, as shown in Fig. 2.

The energy source for the laser is a continuous wave (cw) laser — typically an
argon-ion laser or a cw diode-pumped frequency-doubled Nd:YVO4 lasers.
The cw light is focused into the Ti:sapphire crystal, collinear with the mode of
the laser cavity itself. The only other cavity components are an end mirror and
an output coupler, together with a set of optical components (prisms pair or
negatively chirped mirrors) to compensate for group velocity dispersion of
the Tiisapphire crystal. Mode-locking in this laser is achieved through the
action of the Kerr lens induced in the laser crystal itself. If the laser is operating
in a pulsed mode, the focused intensity inside the Ti:sapphire crystal exceeds
10'"" W/em? sufficient to induce a strong non-linear lens which quite signifi-
cantly focuses the pulse. If this occurs in a laser cavity which is adjusted for
optimum efficiency without this lens, this self-focusing will simply contribute to
loss within the laser cavity. However, modest displacement of one mirror away
from the optimum cw position by only 0.5-1 mm can result in a decrease in loss
in the laser cavity when Kerr lensing is present. Thus, the Kerr lensing couples
the spatial and temporal modes of the oscillator, resulting in two distinct spatial
and temporal modes of operation, i.e. the cw and pulsed one. The laser can be
simply aligned to be stable in either mode.

The most significant advance in Ti:sapphire oscillator design since its
original demonstration has been a dramatic reduction in achievable pulse
duration. This was accomplished by reducing overall dispersion in the laser
by using physically shorter Ti:sapphire crystals and optimum prism materials
or mirrors [17,18,19,20,21]. It is now routine to generate pulse duration of 6 fs
directly from such a laser at a repetition rate of ~80 MHz, with pulse energy of
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approximately 5nJ, and with excellent stability. Such a laser is an ideal front-
end source for a high-power, ultrafast amplifier system.

3 Pulse Stretching and Recompression

Before injection into the amplifier, the short pulse (10 fs—1 ps) is stretched in
time by introducing a frequency chirp onto the pulse, which increases the
duration by a factor of 10°~10%. The duration of the stretched pulse is deter-
mined by the need to avoid damage to the optics and to avoid non-linear
distortion to the spatial and temporal profile of the beam. A frequency-chirped
pulse can be obtained simply by propagating a short pulse through optical
material, such as a fibre. In the fibre, self-phase modulation (SPM) can broaden
the bandwidth of the pulse; however, the distortion due to high-order phase
terms introduced by fibres makes it difficult to use this design for femtosecond
pulses.

To obtain even greater stretching factors, a grating pair arrangement can be
used which separates the spectrum of a short pulse in such a way that different
colours follow different paths through the optical system. Martinez realised
that by placing a telescope between a grating pair, as shown in Fig. 3a, the
dispersion is controlled by the effective distance between the second grating and
the image of the first grating [7]. When this distance is optically made to be
negative, the arrangement has exactly the opposite dispersion of a grating
compressor [4], shown in Fig. 3b if one does not take into account the aberra-
tions of the telescope. This forms the basis for a perfectly matched stretcher/
COmpressor pair.

To avoid the wavelength-dependent walk-off (spatial chirp), a pair of
mirrors are used in a roof geometry to direct the output above and parallel to
the input beam. The parallelism of the grating faces and grooves must be
carefully aligned to avoid spatial chirp on the output beam. For good output
beam quality and focusing, the grating surfaces must also have high optical
flatness (A/4-1/10). In fact, neglecting aberrations in the telescope used to
project the image of the first grating, the stretcher phase function is exactly
the opposite sign of the compressor.

Gratings

Output Input

Fig. 3a Femtosecond pulse

Roof prism
stretcher
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Fig. 3b Femtosecond pulse
compressor
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For the particular case of an aberration free optical stretcher, the second
derivative of the spectral phase is given by

2 3
(d ¢> S ——C

dw? , nctd? cos? 6

where L, is the distance between the two gratings at the central wavelength, A is
the central wavelength, d is the grating grooves spacing and 6 is the diffracted
angle.

With this expression the stretched pulse duration is given by
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or if one considers that ¢ is large
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In the real case, the telescope can introduce some geometrical or chromatic
aberrations leading to spectral or temporal phase distortions. These alter the
temporal shape of the pulse after the recompression. The duration is lengthened
and some wings, containing a non-negligible part of the total energy, appear. In
order to obtain a very low-level pedestal pulse, an aberration-free stretcher
configuration has to be used. That means that the stretcher telescope has to be
aberration free since it directly translates into spectral phase distortions, which
produce poor recompression and a low dynamic range onto the temporal pulse
profile. Thus, the design of the telescope has to be carefully investigated. A
solution that is now widely used is an all-reflective stretcher design [22] based
on an aberration-free Offner triplet (see Fig. 4). The telescope is composed of a
concave and a convex mirror whose focal length is half of the concave one.



22 G. Chériaux

Grating M '
ERRRRY SRR <

Center of curvature

of the 2 spherical
mirrors .
Top view Roof prism 2
Roof prism 1
Output
Side view Grating P
=

[0
Output Roof prism 2

Fig. 4 Set-up of the Offner triplet-based stretcher

These mirrors are in a concentric geometry. Such an optical system allows large
stretching factor and the short pulse is recompressed to its Fourier limit.

Other schemes of pulse stretcher are used and especially when the stretched
pulse duration is in the range of 10 ps the pulse stretcher can be a set of bulk
material with chirped mirrors to compensate for third-order phase distortions.
This kind of optical scheme has the advantage of being insensitive to the beam
pointing. The recompression is therefore accomplished with a prisms pair. This
solution has also the advantage of the very low loss throughput of the com-
pressor. The main drawback of this scheme is the relatively low stretched pulse
duration that can be obtained, which means that it is not usable for multitera-
watt or PW laser systems [23,24,25].

4 Amplification

Since the late 1980s (following the availability of ultrashort-pulse solid-state
laser sources at the appropriate wavelengths), most high-power ultrafast las-
ers have used solid-state amplifier media, including titanium-doped sapphire,
Nd:glass, alexandrite, Cr:LiSAF and others [26]. These materials have the com-
bined advantages of relatively long upper level lifetimes, high saturation fluen-
ces (from 1J cm 2 to few tens of J cm 2), broad bandwidths and high damage
thresholds. To date, most high-power ultrafast lasers have used either frequency-
doubled YAG and glass lasers or flashlamps as pump sources for these ampli-
fiers. Of all potential amplifier media, titanium-doped sapphire has seen the most
widespread use in the past 15 years. It has several very desirable characteristics,
which make it ideal as amplifier material, including a very high damage thresh-
old(~8-10J cm ), a high saturation fluence (~1J cm?) and a high thermal
conductivity (~46 W/mK at 300 K). Moreover, it has a broad gain bandwidth
(~200 nm), and thus can support an extremely short pulse. Finally, it has a broad
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absorption bandwidth with a maximum at 500 nm (o at peak ~6.5x 10 2° cm?),
making it ideal for frequency-doubled Nd:YAG or Nd:YLF pump lasers.

Since few years, optical parametric chirped pulse amplification (OPCPA)
technique is developing. This technique has several advantages such as the very
large spectral gain bandwidth and absence of thermal effect in the amplifiers.
This technique is fully discussed in a following chapter of Ross.

In order to calculate the amplified energy in the configuration of different
amplifiers configuration, the Frantz and Nodvik model can be applied to CPA.
It is therefore a modified model that takes into account the chirp of the seed
pulse. This model is well described in different literature [27,28].

We will now describe the different types of amplifiers that allow the increase
in pulse energy.

Most high-power ultrafast laser systems use a high-gain preamplifier sta-
ge, placed just after the pulse stretcher, which is designed to increase the
energy of the nJ pulses from the laser oscillator to the 1-10 mJ level [24,25,
29,30,31,32,33,34,35]. The majority of the gain of the amplifier system
(~107 net) occurs in this stage. The preamplifier is then followed by several
power amplifiers designed to efficiently extract the stored energy and to increase
the output pulse power to the multiterawatt or even petawatt level. There are
two basic preamplifier designs, regenerative and multipass. These are illustrated
in Figs. 5a and 5b.

Regenerative amplifiers are very similar to a laser cavity. The low-energy
chirped pulse is injected into the cavity using a time-gated polarisation device
such as a Pockels cell and thin film polariser. The pulse then makes ~20 round-
trips through a relatively low-gain medium, at which point the high-energy
pulse is switched out by a second time-gated polarisation rotation. A low-gain
configuration is typically used in the regenerative cavity to prevent amplified
spontaneous emission (ASE) build-up. With high gain, ASE can build up quite
rapidly in a regenerative configuration and deplete the gain before the short
pulse can extract it. The beam’s overlap between the pump and signal pulse is
usually quite good in such an amplifier, which results in extraction efficiencies
of up to 15%. Regenerative amplifiers are typically used as front ends for
commercially available intense laser systems. This amplifier scheme tends to
limit the pulse duration to 30fs because of the relatively long optical path
lengths associated with the multiple passes in the regenerative cavity together
with the presence of high-index materials due to the Pockels cells and polari-
sers. This adds high-order dispersion, making the recompression more difficult
for very short pulses. Nevertheless, regenerative amplifiers have also been used
to generate 20fs pulses [36,37] by the use of etalon or Fabry—Perot in the
regenerative cavity in order to flatten the gain. Nevertheless such a technique
introduces spectral modulations that lead to satellite pulses after recompres-
sion. This effect is prejudicial for laser—matter interaction at very high
intensity. This contrast issue will be detailed thereafter.

A multipass preamplifier configuration (Fig. 5b) differs from the regenera-
tive amplifier in that, as its name suggests, the beam passes through the gain
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Fig. 5 (a) Regenerative amplifier layout, (b) Multipass amplifier layout

medium multiple times without the use of a cavity. The particular geometry for
accomplishing this can differ from system to system [30,31,38,39]. In a multi-
pass amplifier, since the optical path is not a resonator, ASE can be suppressed
to a greater degree than with a regenerative amplifier. Thus, multipass amp-
lifiers typically have higher gain per pass (7-10) compared with regenerative
amplifiers, and fewer passes through the gain medium are needed. As a result,
there is less high-order phase accumulation in multipass systems, and shorter
pulses are easier to obtain upon recompression. Moreover, non-linear phase
accumulation due to the Bintegral is also less in multipass amplifiers. Multipass
preamplifiers are not as efficient as regenerative, since the pump — signal over-
lap must change on successive passes through the gain medium in order to
extract the beam (by separating it spatially). However, multipass preamplifier
efficiencies can reach ~10%. Multipass amplifiers are also used not only as
preamplifier but also as power amplifiers. With a set of multiple amplifiers
(e.g. regenerative or multipass as preamplifier and multipass as power ampli-
fiers), a laser system based on the titanium-doped sapphire crystal can provide
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Fig. 6 Layout of a 10 Hz, 100 TW laser system [40]

pulses with a duration of 25-30 fs with energy in excess of several joules at a
repetition rate of 10 Hz [40] or tens of joules at a repetition rate of a fraction of
hertz [41].

The layout of a 10 Hz intense laser system is depicted in Fig. 6.

5 Limitations in Intense Laser Systems

The generation of multiterawatt or even petawatt peak power pulses is now
obtained in many places, but many effects can affect the system output char-
acteristics. The different limitations are discussed.

5.1 Thermal Effects

Although Ti:sapphire has extremely high thermal conductivity, significant
attention must still be devoted to reducing thermal distortion effects associ-
ated with the fact that tens of watts of average power are deposited in the laser
amplifier to obtain sufficient gain per pass. These include thermal lensing, bire-
fringence and stress. A flat top pumping profile results in a parabolic thermal
gradient and index of refraction variation across the beam, which acts as a lens
whose focal length varies with pump energy. Local thermal expansion stress and
bowing of the crystal surface add to the lensing effect, as well as to thermally
induced birefringence. In multipass or regenerative amplifier systems, thermal
lensing accumulates from successive passes through the amplifier, causing a rapid
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change in amplified beam size that can lead to optical damages. In regenerative
amplifiers, the cavity can be designed to compensate for the thermal lens in a
manner similar to that in laser oscillators. This can be done also in multipass
amplifiers by adding a negative lens between the successive passes into the amp-
lifier medium but this solution does not allow pump power changes. Another
solution that allows these changes while keeping the same divergence of the
amplified beam is to cool the crystal to a temperature below —140°C, since at
low temperature the thermal conductivity is increased by almost one order of
magnitude as shown in Fig. 7 [42,43].

The focal length of the thermal lens increases in such a way that no more
geometrical changes in the beam happen during the amplification. This techni-
que can be applied to high-repetition-rate (kHz to multi-kHz) low-energy
system [44] as well as lower repetition rate (10 Hz) systems that exhibit a lot
more energy per pulse [40].

5.2 Pulse Duration Limitations

In the development of amplifier systems for high-power pulses with dura-
tion below 30fs, there are two major effects that may limit the final pulse
duration.

First, as discussed above, the finite bandwidth of the gain medium results
in narrowing of the pulse spectrum during amplification. Assuming infinitely
broadband input pulses injected into a Ti:sapphire amplifier with a gain of 107,
the amplified output spectrum is ~47 nm FWHM. This bandwidth is capable of
supporting pulses as short as 18fs at millijoule pulse energy. For tens of
millijoules energy, the gain-narrowing limit is ~25fs. For all other materials,
the gain-narrowing limit is more severe. In order to reduce the effect of gain
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narrowing, some techniques have been used. One solution is based on generat-
ing gain-losses for the wavelength supporting the highest gain [45]. The spec-
tral gain is modulated by the spectral transmittance of a Perot—Fabry inside
a regenerative amplifier. This technique has lead to the production of 17fs
amplified pulses. Another solution is to shape the spectrum coming into the
preamplifier with an acousto-optic device [46]. This modulator has improved
the pulse duration from 30fs to 17fs for an amplified energy of 1 mlJ. This
technique has the advantage of being on-line and therefore is easy to implement.
Another spectral modification in the case of a long-duration chirped pulse is
that the leading edge of the pulse depletes the excited-state population so that
the red leading edge of the pulse can experience a higher gain than the blue
trailing edge of the pulse. That is the spectral shifting. It should be noted that
gain narrowing, spectral shifting and gain saturation occur in all amplifier
media, and are least severe for broadband materials such as Ti:sapphire.

The second limiting effect on pulse duration is the group velocity dispersion
(GVD) that is due to the different components of the laser chain. The GVD
introduces some spectral phase distortions that are harmful for the final pulse
duration and shape. The pulse can be lengthened and can exhibit some wings. The
temporal pulse profile is distorted because of its associated spectral phase. The
spectral phase distortions arise from the material present in the laser chain and
from the stretcher. These distortions are partially corrected by adjusting the
length and the angle of incidence of the compressor and by cleverly choosing
the number of grooves per millimetre of the compressor gratings. These compen-
sations are valid for pulse duration greater than 30 fs. For shorter pulse duration,
high-order phase distortions will limit the pulse duration and the temporal profile
will exhibit some wings. Different techniques have been developed to compensate
for the residual distortions [46,47,48,49,50,51,52]. They are based on active
optical component; i.e. liquid-crystal spatial light modulator (SLM), acousto-
optic modulator (AOM) or deformable mirrors (DM). The SLM and DM have
to be placed in a spectral Fourier plane. An example of a DM system is illustrated
in Fig. 8 [47]. The deformable mirror acts on the optical path length of the
different spectral components to minimise the delay between each of these.
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Fig. 8 Layout of an Deformable mirror in
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The compensations available with such a set-up allow a good control of the
temporal profile as shown in Fig. 9. In such experiment it should be noticed that
an optimisation parameter has to be used in order to quantify the improvement
in the temporal pulse profile. A phase measurement tool is necessary and two
types are widely used. Chronologically these are the FROG [53] (frequency
resolved optical gating) and the SPIDER [54] (spectral phase interferometry for
direct electric-field reconstruction).

The other solution is the use of an acousto-optic programmable dispersive
filter (Fig. 10) placed on-line in the laser system [46].

This solution presents the advantage of controlling the spectral phase distor-
tions and also to shape the spectrum of the input pulse in order to compensate for
the spectral gain narrowing. This component presents interesting capabilities in
generating large chirp allowing using it as a stretcher in low-energy systems.

5.3 Temporal Contrast of Intense Pulse

The development of laser chains based on the chirped pulse amplification
leads now to peak powers higher than 100 TW. The focused intensity can reach
10%* W/ecm? [55]. To keep the laser—matter interaction in the femtosecond regime,
the pulse has to exhibit a high temporal contrast. The most important problem
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consists in the presence of an amplified spontancous emission (ASE) background
coming from the amplification process. At the output of the laser the ratio between
the femtosecond pulse intensity and the ASE level is about 10°~10” leading to an
ASE intensity as high as 10'® or 10'> W/cm?, far above the ionisation threshold of
most materials and susceptible to strongly modify the interaction process.

A classical CPA laser is seeded by a nJ energy level pulse originated from
mode-locked oscillator. The temporal contrast of such a pulse when charac-
terised on a high dynamic range is free of ASE pedestal and structures on at
least 9 orders of magnitude.

So the ASE is usually rising up in the preamplifier where the total gain is 10°.
The measured contrast level (ratio between the maximum pulse intensity level
and the ASE level) at the output of such an amplifier is of 7-8 orders of
magnitude. This contrast is lowered in the power amplifiers leading to 6 or 7
orders of magnitude at the output of a 100 TW laser chain.

Different possible solutions for improving the contrast consist in seeding the
preamplifier with more energetic pulses, amplifying these energetic pulses via a low
ASE preamplifier and also temporally filtering the ASE versus the femtosecond
pulse in a non-linear interferometer before the power amplifiers. This non-linear
filter seems to be nowadays the most powerful technique to increase the contrast.
The methods used are numerous: saturable absorber [56], non-linear Sagnac
interferometer [57], non-linear-induced polarisation rotation in hollow fibre [58]
or in air [59] and cross-polarised wave generation [60]. With this last technique also
named XPW, a contrast improvement of almost 5 orders of magnitude at the
millijoule level with 40 fs pulse duration has been demonstrated (Fig. 11). This
technique is achromatic so that shorter pulse duration can be efficiently filtered.

The need for having clean temporal pulses at the output of the ultrafast
system leads then to a change in the design of the laser. In order to implement
the temporal filter, a double CPA scheme is relevant [61]. The pulse coming
from the oscillator is amplified up to the millijoule level and temporally
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recompressed. It is cleaned by passing through the non-linear filter. The second
CPA system is then a power CPA system. The clean pulse is temporally
stretched to few hundreds of picosecond (depending on the final energy level)
and amplified allowing the possibility to have a pulse contrast in the range of 10
orders of magnitude after final recompression.

5.4 Focusability of Intense Femtosecond Lasers

The spatial quality of intense femtosecond pulses from chirped pulse ampli-
fication (CPA) systems is of great importance in order to reach very high peak
intensity on target. In CPA laser systems, geometrical aberrations and surface
quality from optical elements, clipping on mirrors, thermal effects and doping
inhomogeneities in TiSa crystals affect the beam focusability. In other words,
every effect than can degrade the spatial characteristics, i.e. energy distribu-
tion and wavefront, will lead to different propagation pattern and so to a
poor focusability. Large part of the energy will be spread out into the wings of
the focal spot. This will lead to an increase in focal spot dimensions and so to
the decrease in intensity. A brief look at the theoretical definition of the
intensity shows the importance of spatial quality:

E

[=——
2 X AT

E is the energy of the pulse, r the radius of the focal spot at 1/e* of
the maximum intensity and A7 the pulse duration. The focused intensity
has a quadratic dependence with the radius of the beam compared to a
linear dependence with the energy and the pulse duration. Then, it is more
efficient to reduce the size of the focal spot than increase the energy by
adding another amplifier stage to the laser chain or decreasing the pulse
duration.

The efficient solution for wavefront correction is also like in the temporal
domain in the use of adaptive optic. Either a deformable mirror (DM) [62] or a
liquid-crystal spatial light modulator (SLM) can be used [63]. The DM has the
advantage of being positioned at the end of the laser chain, thanks to its damage
threshold, but the possibility to modulate the wavefront is low because the
number of actuators is relatively small; i.e. ~40-100. The SLM presents the
advantage of a high spatial resolution (few hundreds of actuators), but it can
only be placed at the beginning of the laser because the damage threshold is very
low.

The potentiality of the correction with a DM is illustrated in Fig. 11. This
shows the wavefront correction on a 10 Hz—100 TW TiSa laser delivering 25 fs
pulse duration with an energy of 2.5J. The wavefront before correction
exhibits mainly astigmatism with distortions of 0.7 um peak to valley (PV)
that gives a Strehl ratio of 35%. After the correction, the distortions are reduced
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Fig. 12 Corrected
wavefront of a 100 TW laser
system [64]

Fig. 13 Evolution of the
energy distribution as a
function of the propagation
length [64]

to 0.22 pm PV (43 nm rms) and the Strehl ratio is higher than 90% [64] (Fig. 12).
The Strehl ratio is the ratio between the experimental peak intensity and the
calculated peak intensity of the experimental distribution associated to a flat
wavefront.

The correction is very efficient in the far field, but nevertheless some draw-
backs of that technique appear in the mid-field. The remaining phase distor-
tions exhibit the frame of the actuators of the mirror even if the mirror is not
segmented. This is due to each influence function of each actuator. These very
low distortions have a relatively high spatial frequency that leads to a deteriora-
tion of the energy distribution during the beam propagation [64]. Figure 13
shows the evolution of the calculated energy distribution for different propaga-
tion lengths (Z).

Modulations appear in the beam profile with modulation in the range of
50% for a distance Z = 10 m. This is a very negative effect for all the compo-
nents that are in laser chain after the deformable mirror.

6 Conclusion

Progress in high peak-power ultrafast lasers has been rapid in the 1990s, and
new developments promise to continue to create exciting progress for the
foreseeable future. Nowadays, the titanium-doped sapphire crystal technology
allows for gain medium of 12cm in diameter. Pulses of hundred joules with
pulse duration less than 30 fs can be generated leading to a peak power of few
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petawatts. After focusing with high-aperture off-axis parabola, intensity higher
than 10> W/cm? can be used for completely new physics of laser—matter
interaction.

The capabilities of laboratory-scale laser systems will continue to improve in
terms of available average and/or peak power and in terms of control and
characterisation of the electromagnetic field of the pulse on a cycle-by-cycle
basis. Developments in other areas of laser technology, such as diode-pumped
lasers and adaptive optics for spatial and temporal wavefront control, can
readily be incorporated into ultrafast systems.

Scientifically, these developments may make possible optical “coherent con-
trol” of chemical reactions and quantum systems and will extend ultrafast
optical science into the X-ray region of the spectrum. Ultrafast X-ray techni-
ques will allow us to observe reactions on a microscopic temporal and spatial
scale and to develop a fundamental understanding of the most basic processes
underlying the natural world. On a more applied level, the cost and complexity
of ultrafast lasers will decrease, making feasible the widespread application of
ultrafast technology for industrial and medical applications such as precision
machining, thin film deposition, optical ranging, ophthalmological surgery and
oncology.
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Optical Parametric Amplification Techniques

Ian N. Ross

1 Introduction

From the very early days of lasers, the non-linear interaction between optical
beams and transparent media was recognised as an important process, starting
with the demonstration of second harmonic generation in 1961 [1], and the
theory for this as well as for other three- and four-wave mixing processes was
already well established in 1962 [2].

One of these processes was optical parametric amplification (OPA), or differ-
ence frequency mixing, and with the development of Q-switching techniques,
intensities sufficient to generate significant gain in an OPA became available. It
was soon realised that a key property of the OPA was that energy from a fixed
wavelength source could be transferred onto a beam with a tunable wavelength.
The prospect of tunable coherent pulses opened up a major development of the
techniques of OPA and the growth of new non-linear crystals in the mid-1960s,
and laid the foundations for many applications in spectroscopy. However,
because the optical parametric amplification process contains initially one
strong and two weak beams (in contrast to harmonic and sum frequency
generation with one weak and two strong beams), high intensities are required
for the strong pump beam and the development became limited by laser damage
which prevented very high intensities being used at the then available pulse
durations.

With the advent of mode-locking techniques and the resulting sub-ns pulses
this difficulty was removed and it became possible to realise high gain and with
it all forms of devices including optical parametric oscillators (OPO), optical
parametric amplifiers (OPA) and even optical parametric generators (OPQG)
which could achieve significant pump depletion in a single pass with no input
signal or idler beam.

A second difficulty in the early development arose because spectroscopic
applications generally required very narrow bandwidth and this proved difficult
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with optical parametric devices, since their gain bandwidths were generally
much larger than the transform limit of the pulse duration. With the develop-
ment of techniques for generating sub-ps pulses, however, this ‘difficulty’
became a major benefit, and there has been a resurgence of development in
optical parametric devices from the 1990s to the present. This work was boosted
both by new group velocity matching geometries [3, 4, 5,6, 7, 8,9, 10, 11] which
greatly increased the gain bandwidth of the OPA and by the appearance of new
crystals such as BBO and LBO, and has even led to the possibility of amplifying
pulses of duration close to a single cycle.

It was also realised that, using the OPA as a chirped pulse amplifier [12]
(CPA) in a technique we will refer to as optical parametric chirped pulse
amplification (OPCPA) [13] and applying the technique to large aperture
crystals such as KDP with high damage thresholds, it should be possible to
achieve simultaneously high energy and large bandwidth (the latter leading to
short pulse duration) and hence ultra-high power operation. Such systems
would be expected to be focusable to intensities orders of magnitude higher
than current laser systems, and would offer exciting new prospects for high field
physics.

This article will concentrate on the recent short pulse, high-power applica-
tions of the OPA and will include the following:

(a) An analytical description of the OPA to provide tools for the design of OPA
systems

(b) Considerations which are useful for achieving optimum designs

(c) A description of a number of designs exemplifying systems which are either
in use or demonstrated, or which point to their future potential

2 The Principles and Analysis of Optical Parametric Amplifiers

Figure 1 shows the basic principle of an OPA. A strong pump beam incident on
the medium creates a non-linear polarisation through the second-order polari-
sability and leads to the occurrence of gain in the medium at a ‘signal’ and an
‘idler’ wavelength. Conservation of energy requires that the sum of the signal
and idler frequencies must equal that of the pump, and this of course allows
continuous tunability over a wide spectral range. A second condition, that of
conservation of momentum or ‘phase matching’, is usually required to achieve
high gain and significant energy transfer, and it is this condition which controls
the wavelengths of amplified signal and idler. The phase-matching condition,
unlike the conservation of energy, has a tolerance, and this determines the
respective spectral bandwidths of the signal and idler.

The reader is referred to the literature on non-linear optics for a more general
description of the OPA and to several recent theoretical treatments of OPAs [14,
15, 16, 17]. A simple analysis, which extends that in the literature, is presented
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Fig. 1 Principles of PUMP
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below, with the results in a form which is convenient for use in designing and
optimising OPA systems.

The operation of a non-linear mixing process can be described by the coupled
wave equations. We use the analysis of Armstrong et al. [2] which describes the
optical parametric process for the case of plane monochromatic waves in the
slowly varying envelope approximation for which the coupled wave equations
become

dd: . W2 : dar . w? :
q S = +1K%A;Ai expilAkz; q L= +1K%A;Asexp iAkz;
z S z i
(1
dd, . wp ,
= —1Kk— AsA;j expilAkz
p

where K = f,—" ng), with ng) the effective second-order non-linear susceptibility,

Ay, ky and w;, are the amplitude, wave vector value and angular frequency of the
pump wave respectively, with corresponding symbols for signal and idler waves
and Ak =1k, — k, — kjI= phase mismatch.

2.1 Intensity Solution

Armstrong derives an analytical plane-wave solution for the development of the
intensity of the three waves, including the effects of both significant depletion of
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the pump and imperfect phase matching. In terms of physical quantities and
assuming no idler input, this solution becomes

f df
2gz = iJ )
O \/p(1 =) +2)f — (Ak/2g)f

5,(0)
25()”p’1\ﬂi(?/~»sj.i

where g = 4nder

= 1 p/ I,(0) = fractional depletion of the pump beam

p L(0) —

ol 1,(0)

( )/1(0) + 1,(0) = pump to total input intensity ratio

0(t ) = (;Sp( ) — ¢s(1) — ¢i(t) = OPA phase (with 6(0) inserted for the input
value)

1nput signal to pump photon intensity ratio

The form of this solution is demonstrated in Fig. 2 which shows the evolution
of pump and signal intensity as they propagate through a non-linear crystal.
The example is for a type I BBO crystal operating near degeneracy with a pump
wavelength of 532 nm. Curves are shown for the exactly phase-matched signal
wavelength and for a wavelength (or angular) de-tuning giving a phase mis-
match of 3w at z=za.

The cyclic nature of the process is at once apparent and indicates that
100% depletion of the pump is possible; however, this can only be achieved
for beams of uniform intensity and at specific values of crystal length and
beam intensity.

Real beams are not normally flat top in space and time, and this will result in
reduced efficiency as illustrated in Fig. 3, which shows the input and output
pump and phase-matched signal for a propagation distance giving maximum
efficiency. The maximum pump depletion is now 48%. The input Gaussian
temporal shape is seen to be both reduced in duration and severely modified in
shape by saturated amplification in the OPA. This may be an important con-
sideration in assessing performance for an OPCPA.

Fig. 2 Calculated evolution
of pump and signal beam
intensities propagating
through an optical
parametric amplifier under
conditions both of exact
phase matching and with a
phase mismatch of 3n

Conversion efficiency
o o o o -
N £ (o)) (o] o
1 1 1 1 1

o
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Fig. 3 Calculated temporal Intensity a.u.
evolution of input and
output pump and output
signal intensities for a
phase-matched OPA
designed for maximum
extraction efficiency. Input
pulses have sech” temporal
profiles

Time ps
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For small pump depletion, the solution reduces to the more familiar form:
Signal beam gain,

G=1+ (gz)° 3)
\/ (g2)% — (Akz/2)
or, for exact phase matching (Ak =0):
G = cosh*(gz) “4)

For example, a type I BBO OPA near degeneracy with a 532 nm 1 ps pump
can operate without damage at pump intensities of 100 GW /cm? giving a gain of
10° for a 1.5 mm length of crystal. This illustrates the very high gains possible
with very short path in the gain medium and represents a significant advantage
of OPAs since, for ultra-short pulse amplification, material dispersion can be a
major limitation.

2.2 Phase Solution

The contribution to phase during OPA has not received as much attention as
intensity because in most instances it has not been important. However, as
interest grows in the application of OPAs to ultra-short pulses, the amplified
signal or idler phase becomes increasingly important. A solution similar to that
for intensity is possible for the phases of each of the three waves and is similarly
derived. The imaginary parts of the coupled wave equations can be written:

2
dos _ ¥ gppmcose; déi _ _pw lpppscosa; ddp _ Yo pspi

dz ks ps dz ki pi dz ky pp

cosf (5)
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where the amplitude of each wave has been written in the form pexp(i¢).
Equation 5 is readily combined and integrated to give [2]

A
cosf=—(T+ k uf) Up Uil ©)
2,/wpg

where a new variable is defined such that ug = I, Jwyly where

2
k5

- p
8wy

I

and where analogous relations apply for the signal and idler, also /o = I, + I + [;
and T is a constant of integration determined by the initial conditions.

Equation 6 can be used to eliminate # from equation 5 and if there is assumed
to be no input idler,

dz 2

(F+2)

dz 27 dz ~ 2 1-f M

debs Ak(l 2 ) dpp Ak d¢, Ak f
where, as also required for the intensity analysis, use has been made of the
Manley—Rowe relations.

The initial phases of pump and signal are determined by the input beams and
the input phase of the idler adjusts itself to maximise the signal gain. By
inspection of the coupled wave equation for the signal, it can be seen that this
occurs at sin § = —1 or ®;(0) = ®,(0) — ®4(0) — /2.

Finally, by integrating equation 7, we can write down the equations for the
phase of the three waves as

b5 = ¢5(0) —

Akz  Aky* [ dz B n Akz
2 + 2 Jf+7527 ¢1_¢p(0)_¢8(0)_7_75

o

8
A [ ®)

¢p = &p(0) — TJI —7

Inspection of these equations allows one to make the following statements
about the phase relationships in an OPA.

(a) The phase of the amplified signal is independent of the initial phase of the
pump. This has the important consequence that it is possible to maintain the
optical quality of the signal while using for example a pump with both
spatial aberrations and temporal phase variations resulting from a chirp.

(b) Phase changes resulting from amplification of the signal and idler only occur
at wavelengths for which there is a phase mismatch (Ak # 0).

(c) The phase of the idler is particularly simple (see equation 8), depending only
on the initial pump and signal phases and the phase-mismatch term Akz/2.
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(d) A very good approximation to the phase of the signal can be obtained if the
input signal intensity is small compared to the input pump intensity. In this
case v* « f'and there is only a small contribution to the integral part of the
equation for @ from the region of significant pump depletion. We can then
use, after some manipulation, the low-depletion solution for the signal phase
(see, for example, Ross et al. [13]):

¢s=¢s<0)—%+tam—1 2K a2 - (ak2) 2] @)
21/ — (Ak/2)*

(e) The OPA is a phase-sensitive amplifier, and the direction of energy flow is
determined by the phase term 6. When there is no input idler field, the initial
idler phase self-adjusts so that #(0) = —=n/2 and energy is transferred from
pump to signal and idler. By combining equations 2 and 6, it can be shown
that at maximum depletion, cos § = 1, or § = 0. With further propagation,
0 becomes positive and the direction of energy flow is reversed.

An illustration of the OPA phase is given in Fig. 4 which plots both the
intensity gain and the phase of the amplified signal beam as a function of the
signal wavelength in our BBO example. The phase variation is close to quad-
ratic (linear chirp) with a swing of about 1.57 over the bandwidth of significant
gain. If, as is often the case, the optical system is designed to compensate for the
quadratic and cubic spectral phase, the residual phase error falls to a very small
value (0.0247). The peak gain in this example was 10°.

2.3 OPA Spectral Bandwidth

The spectral bandwidth or ‘gain bandwidth’ is taken to be the FWHM of the
gain against wavelength curve, and it is useful initially to consider the band-
width in the absence of pump depletion. At wavelengths increasingly distant

4
| a
) -3

2] b2 _
F1g 4 The OPA spectral é 1 o §
gain and phase for a BBO g £
collinear OPA designed for _Ug; 1 I
maximum bandwidth at a 1 L
peak gain of 10°. The OPA is 1
operated at degeneracy with T -3

a pump wavelength of —-3000 —2000 -10000 0 1000 2000 3000
532nm A wavenumber (cm™)
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Gain-Bandwidth limitation for a BBO OPA at

degeneracy
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Fig. 5 The effect of gain on bandwidth for a BBO collinear OPA at degeneracy and at either
constant pump intensity or constant crystal length

from the phase-matched wavelength, the phase mismatch (Ak) increases
according to the material dispersion, and the gain reduces as given by
equation 3. The 50% gain points correspond to a particular value of AkL and
this leads to a FWHM bandwidth inversely related to the length of crystal. The
gain, however, as indicated in equation 3, increases with increasing pump
intensity (g ~ \/E) as well as with increasing crystal length. Consequently, it
is possible to satisfy a requirement for high gain and high bandwidth by using
a maximum pump intensity and hence a minimum crystal length. This is in
contrast to a conventional amplifier for which the gain bandwidth always
decreases with increasing gain. Figure 5 illustrates this feature of OPAs by
showing, for a BBO OPA at degeneracy, the variation of gain bandwidth with
gain for either constant pump intensity or constant length.

2.4 Limiting Processes

This requirement to maximise the pump intensity to achieve maximum band-
width leads us to look at the limits to this parameter. As with a conventional
amplifier there is a ‘power limit” for short pulses, usually determined by the
B-integral parameter [18] characteristic of self-focusing, and an ‘energy limit’
for long pulses determined by the damage fluence. These limits for a BBO OPA
are illustrated in Fig. 6, which also shows the line representing a gain of 10°.
This shows that if, as is normally accepted as the limit for chirped pulse
amplification systems, we require the B-integral to be less than 1 then we can
only achieve a gain of 10° for crystal lengths greater than 1.5 mm and this length
sets a limit to the gain bandwidth. To achieve this bandwidth the energy limit
also requires that the pulse duration must be below 2 ps in order to keep the
fluence below 0.3 J/cm?. It is only possible to increase the fluence and energy at
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Operational limits for a BBO OPA

100000 -

Gain = 1000000

— — B-integral = 1

Damage threshold at
100ps

— —— Damage threshold at
10ps

...... Damage threshold at
1ps

Pump intensity in GW/cm*2

0.01 -

Crystal length in mm

Fig. 6 The operational limits for a BBO OPA with a gain of 10° arising from the B-integral
(intensity) limit and the energy (damage) limit

the same gain by increasing the pulse duration at a greater crystal length and
this results in a reduction in bandwidth.

Note that in the example shown a high gain is achieved with a very short
crystal length and the resulting ‘power limit’ is much greater than that for a
conventional amplifier. Similarly short length ensures that material dispersion
effects are small and this make the OPA attractive for ultra-short pulse
applications.

2.5 Maximum Bandwidth Options

The example used above was BBO in collinear geometry at degeneracy (equal
signal and idler wavelengths) and assumed a narrow bandwidth pump and for
this case the gain bandwidth of the signal can be particularly high. For the
optimised crystal length and intensity given by Fig. 6, the spectral gain curve is
shown in Fig. 4 together with the OPA phase, both calculated using equations 3
and 9, respectively. The Fourier transform of the corresponding spectral ampli-
tude and phase, assuming correction of the quadratic and cubic phase, is shown
in Fig. 7 and indicates a potential pulse duration of 8.6 fs.

This does not however represent the maximum bandwidth and hence short-
est pulse possible with a BBO OPA. A number of publications [3, 4, 5,6, 7,8, 9,
10, 11] present options for high bandwidth, and to briefly illustrate these, we
consider the two separate cases: (i) a short broad-bandwidth pump pulse and
(i) a long narrow bandwidth pump pulse.

The main principle to be followed in all cases is to match the group velocities
for pump, signal and idler since this ensures that, to first order, short pulses at
the three wavelengths remain in step over the maximum length of crystal. To
satisfy this requirement, it is usually necessary to operate the OPA with
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Fig. 7 The calculated (b)
shortest pulse profile as
determined by the Fourier
transform of the spectral
amplitude and phase given
by Fig. 4

FWHM=8.6 fs

Intensity
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non-collinear geometry and, as a consequence of this, to tilt the pulse front of
one or more of the input pulses. This is best illustrated with a short pump and
signal pulse example as shown in Fig. 8.

In this case by adjusting the pump to signal beam angle and the signal beam
wavelength all the group velocities can be matched in one direction through the
OPA. In addition, to maintain the synchronism over each pulse front it is
necessary to apply a different pulse front tilt to the input pump and signal.
Since a pulse front tilt corresponds to a dispersed pulse (generated, for example,
using a prism or grating), care must be taken to ensure integrity of the pulses in
the OPA and the dispersion must be compensated after the OPA. If the group
velocity matching is not satisfied over the length of the crystal, the generated
pulses are stretched in time and hence narrowed in spectrum. If the group
velocities are well matched, the process only breaks down when the integrity
of one or more of the pulses is affected by group velocity dispersion. The same
principle applies if the pulses are chirped although the pulse duration is now

SIGNAL IDLER

PUMP
Fig. 8 Group velocity and
pulse front matching for
maximum bandwidth
operation of an OPA
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longer than the transform limit. Imperfect matching will also result in a spectral
narrowing and consequently in this case in a shortening of the stretched pulses.
We separate out the special case of a narrow bandwidth pump because it is
the preferred option for the highest powers where the OPA is used as a chirped
pulse amplifier (CPA) in the technique known as OPCPA [13]. In this case, the
group velocity mismatch between pump and signal is only significant if tem-
poral slippage is a fraction of the chirped pulse duration (in contrast to the case
above for which slippage relative to the shorter bandwidth-limited pulse duration
is important). The group velocity matching condition now reduces to [19, 20]

08 3 = ngi/ ngs (10)

where (3 is the internal angle between signal and idler beams and ngg, ng; is the
group index of signal and idler, respectively.

The pulse front condition now allows a normal (undispersed) pulse front on
the signal and generates an idler with a tilted pulse front (dispersed).

Figure 9 shows the variation of the optimum non-collinear angle with signal
wavelength for a pump at 532 nm in BBO. The gain bandwidth at this optimised
geometry can be estimated by evaluating the phase mismatch (Ak) as a function
of signal wavelength using the material dispersion relation and finding the
values (using equation 3) for which the gain is reduced by a factor 2.

Examples are shown in Fig. 10 for a number of pump wavelengths and
materials.

One further option for generating ultra-high-gain bandwidth is through the
use of a ‘chirp compensation’ technique [21]. This is best illustrated by Fig. 11
which gives for a fixed crystal angle the pairs of pump and signal wavelengths
which maintain phase matching. If both pump and signal are chirped so that the
correct wavelength pairs are maintained in synchronism during the pulses, then
extreme values of gain bandwidth are possible. The technique requires the use of
a chirped pump, often possible using a CPA pump laser, but the pump is not
required to have as large a bandwidth as the signal. The ratio of chirps is also
shown in Fig. 11 for the given example.
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Fig. 10 Maximum signal
gain bandwidths for an
optimised non-collinear
BBO OPA as a function of
signal and pump wavelength

Fig. 11 Calculated variation
of the required pump and
signal wavelengths, together
with the required pump to
signal chirp ratio, to achieve
exact phase matching over
an arbitrary bandwidth
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2.6 Energy Capacity

Non-linear crystals are widely used for frequency upconversion at high
energies, when the energy limit is determined by the onset of damage at the
fundamental wavelength for long pulses or by competition with other non-
linear processes such as self-focusing at short pulse duration. Excellent quality
large-aperture crystals are available and can equally be used as optical para-
metric amplifiers, although the limits are somewhat reduced since the strongest
beam is now at the shortest wavelength. Typically we can use high-gain high-
bandwidth crystals such as BBO and LBO up to energies of a few joules. For the
highest energies, we must use KDP (or KD*P) which has lower gain and
bandwidth but can be grown to sizes capable of operation at kilojoule energies.

2.7 Beam Quality

The attractive optical properties of optical parametric amplifiers can be
reviewed as follows:

(a) There is no transfer of pump beam phase aberrations onto the amplified
signal.

(b) The optical parametric amplification process involves no deposition of
energy in the crystal, and in most applications there is very low linear
absorption at the operating wavelengths. In consequence, there is little
thermal distortion of the amplified signal beam.

(c) Passive optical distortions are generally small because high-quality crystals
are available and it is possible to achieve the desired gain with a small
thickness of material. Furthermore, amplifier schemes can be kept short to
minimise air distortion, and this may even be eliminated by operating the
OPAs in a vacuum.

2.8 Background Noise for an OPA (‘ASE’)

The issue of background noise (amplified spontancous emission or ASE for
conventional laser amplifiers) becomes increasingly important the higher the
requirement for intensity on target. Current state of the art laser systems are
capable of focused intensities of 10?° W/ecm? or more, but these intensities are
not useful for some experiments because it is not possible to keep the back-
ground intensity below the threshold for pre-damage to these targets. The
source of this background for conventional lasers is spontaneous emission
and the polarised ASE on target is then given by

FS Axase
32F27q Alg

G (11)

Iase =
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where G is the small signal gain; F, the saturation fluence; F the F.No. of
focusing optic; 7..q the upper state radiative lifetime; A)lgy the fluorescence
spectral bandwidth; and A\, the output ASE spectral bandwidth.

For the OPA, spontaneous emission is not a useful concept. Instead the
background noise can be considered to build up from the so-called vacuum
fluctuations (one photon per mode) and the intensity on target is now given
by [22]

wn® hveAhgse
[Z].SC =~ 5 a4

4FQ }\’4 -Gsat (6)

where G, is the saturated gain.

A comparison between these two in equivalent systems leads to the conclu-
sion that OPAs offer a significant reduction in the background intensity.
Examples will be given below.

3 OPCPA Schemes and their Optimisation

The coupling of chirped pulse amplification with optical parametric amplifica-
tion is a powerful technique capable of generating extremely high powers with
very short pulses. The following sections consider how best to achieve the
highest performance with this scheme and illustrates the discussion by reference
to several designs ranging from ultra-short pJ pulse generation to the future
potential for multi-petawatt pulses.

3.1 The Amplification of Chirped Pulses

A chirped pulse is one with its spectrum dispersed in time with a monotonic
increase (negative chirp) or decrease (positive chirp) of the wavelength with
time. Generally, there is a close to linear chirp, but the small departure from
linearity must be taken into account in assessing short pulse systems. Since, in
an OPA, each wavelength corresponds to a value of phase mismatch as calcu-
lated from the dispersion relation, the amplification of a chirped pulse can be
calculated by introducing into the analysis a time-dependent phase mismatch.
Equations 2 and 8 can then be used to assess the intensity and phase perfor-
mance, and these may also include a time and even a spatial dependence of the
pump and signal intensities.

We may illustrate the OPA chirped pulse performance for a BBO OPA with a
narrow bandwidth 526 nm pump and a chirped 140nm broad bandwidth
1053 nm signal. Both pulses are assumed to have a flat-top spatial and a
Gaussian temporal shape with equal duration. Figure 12 shows the calculated
output signal intensity temporal profile for a crystal length giving maximum
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Fig. 12 Calculated 1.2
evolution of output signal
intensity for an OPA under 14
conditions of (i) maximum intensity (a.u.)
extraction efficiency and (ii) 0-8

maximum output spectral

bandwidth. All input pro- 06 1

files are sech?, and the input 0.4 1

signal has a spectral FWHM ™~

of 140 nm stretched to a 024

pulse duration equal to that

of the pump pulse 0 = . : .

pump to signal conversion efficiency. Since the signal pulse is assumed to be
linearly chirped, these curves also represent the spectral profiles. This efficiency
is 30% and the output signal bandwidth is 80% of the input signal bandwidth.
Also shown is the intensity profile at a greater crystal length which now gives
maximum spectral bandwidth and reflects that in general optimisation requires
a compromise choice between the desirable parameters.

The curves in Fig. 12 also represent a typical amplified spectral shape under
conditions of high efficiency. This is seen to be much squarer than the input
pulse and consequently results in temporal wings on the re-compressed pulse
which reduce the pulse contrast. Again a choice must be made. High contrast is
possible using spectral profiling but generally comes with a reduction in both
efficiency and output spectral bandwidth.

It is clear that, although often close to the actual shape in practise, the
Gaussian profile does not represent the optimum temporal shape for pump
and signal beams. Consideration of how best to optimise the profiles has
been addressed [23, 24], with the conclusion that there are pairs of signal/
pump pulse shapes which are matched for maximum pump depletion. The
simplest pair is of course flat top for both signal and pump, but this may be
difficult to realise in real systems. The characteristic of other complementary
shapes is that the input signal should be an inverted version of the pump and
intuitively this must be so since lower intensities of pump (reduced OPA gain)
should be compensated by higher input signal intensities. Spectral filtering in
a CPA pulse stretcher may be one route to appropriate shape control, but an
approximation may also be effected in a multi-OPA-amplifier sequence by
overdriving the earlier stage or stages to generate the inverted signal shape
for the important final amplifier. An example is shown in Fig. 13 for an
optimised three-stage PW OPCPA which has highly saturated initial stages to
enable an output signal profile with both reasonable shape and higher values
for efficiency and bandwidth.

It is a good working principle to strongly saturate all OPAs not only to
optimise the beam profiles as indicated above but also because this results in a
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Fig. 13 A PW OPCPA
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high level of stability for the output pulses, unlike the case of small signal gain,
for which the amplified signal intensity is extremely sensitive to changes in the
pump intensity. Under conditions of strong pump depletion, it is even possible
to operate in a regime with a signal output variation less than the pump
variation.

3.2 Tunable 10 fs High-Repetition-Rate OPCPA

A number of groups have developed kHz OPCPA systems [25, 26, 27]. The
second harmonic of a high average power Ti:sapphire femtosecond system with
a pulse duration of perhaps 150 fs is used to pump the OPA (usually BBO). The
signal beam is generated by focusing a small fraction of the Ti:sapphire output
into a material such as sapphire to generate a white light continuum. If the
power of this fraction is adjusted to form a single self-focusing filament in the
material, a stable continuum is generated having a linear chirp over typically a
spectral range from 400 to 700 nm. One scheme for achieving short duration
pulses which are spectrally tunable is to adjust the duration of this continuum to
be longer than the OPA pump pulse so that only the bandwidth within the pump
pulse duration is amplified and the centre wavelength can then be tuned by
adjusting the delay between the pump and signal. The amplified signal is finally
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Fig. 14 Schematic of the White Light Generation
arrangement used by
Cerullo et al. [25, 26, 27] for
generating amplified sub-10
fs tunable kHz pulses. The
seed signal pulse uses white
light generation in
sapphire(S), amplification ' Pump Beam,
occurs in a BBO OPA and NO nm, 180 fs
compression is achieved

Parametric Gain

using chirped mirrors

Chirped Mirror
Compressor

re-compressed using typically prisms and/or chirped mirrors to achieve the
shortest pulse corresponding to the amplified spectrum. A typical arrangement,
taken from Cerullo et al. [25, 26, 27], is shown in Fig. 14.

Examples of their spectra obtained by amplifying different regions of the
continuum are shown in Fig. 15, together with corresponding autocorrelation
traces indicating pulse durations less than 10fs over the spectral range
425-575 nm. Typically energies of 2 uJ are obtained at kHz repetition rate.
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Fig. 15 The spectra and autocorrelation traces of the compressed pulses at different wave-
lengths for the kHz OPCPA system of Cerullo et al. [25, 26, 27]. Measured pulse durations
assuming sech” profiles were 9.5 fs for the blue pulses and 8.5 fs for the red pulses
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3.3 Broadband OPCPA Pre-amplifier

The OPCPA can offer significant advantages as a first-stage high-gain amplifier
in many short pulse laser systems, from modest systems with no further ampli-
fication to large systems in which the output is fed into a further amplifier chain.
Typically the OPCPA is pumped by a commercial frequency-doubled Q-switched
Nd:YAG laser and can provide a gain up to 10,000 per stage over a bandwidth of
greater than 1000 cm ' and tunable from approximately 700 to 1064 nm (Fig. 16).

A three-stage OPCPA [28, 29, 30], as shown for Collier et al. in Fig. 17, forms
an excellent pre-amplifier for a large Nd:glass laser, amplifying a sub-nJ pulse
up to 20mJ with sufficient pump depletion to provide a highly stable output
pulse. A further advantage of the OPCPA used in this mode is its potential to
reduce the level of background noise from a large system. When the output of a
laser is focused onto target, the source of this background is dominated by that
of the first-stage amplification and this is reduced by the substitution of an
OPCPA, which has a lower level and duration of background noise than the
ASE of a conventional amplifier.

For example using equations 10 and 11, a factor 20 reduction in background
is estimated for an OPCPA amplifier in comparison to a typical saturated
Ti:sapphire amplifier over the same ASE bandwidth and at the same
wavelength.

3.4 A High Gain OPCPA for Amplification up to Joule Energies

The development of OPCPA systems up to ultra-high power and intensity
[31, 32] is possible through the availability of large crystals of suitable non-
linear materials. LBO and BBO, available in sizes up to 2cm, are capable of
amplifying up to energies of a few joules, while KDP can be grown up to tens of
centimetres and allow amplification up to the kJ level. Initial tests up to the

Commercial Q-switched 3000 E
Nd:YAG laser + SHG T 2500 F
e.g.0.5J@532 nm in Sns 5 s000F
< E
B 1500
W -057 2 E
3 1000 E 7
1 mJ & 500¢F
seed signal source + stretcher BBO 10 mJ OZHH‘HH“H”HH“H‘
o8 LI@S00I000mm 1 e | BBO 600 700 800 900 1000 1100
10,000x Wavelength (nm)

1000x

Fig. 16 Design schematic for a mJ 10 Hz OPCPA using a commercial Nd:YAG pump laser
showing a gain bandwidth in excess of 1000cm ™' over almost the entire tuning range of the
OPA
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Fig. 17 (a) Experimental arrangement for a 3-amplifier Nd:Y AG-pumped OPCPA for the
amplification of nJ 1053nm pulses at 10 Hz. (b) Saturated output performance of this
amplifier showing an output energy of 20mJ and a shot to shot rms stability of 10%

joule level have been conducted [31] and show that at this energy the perfor-
mance is well matched to analytical simulations. Figure 18 shows the two-stage
OPCPA pumped by a few joules at 527 nm and amplifying a chirped signal
beam at 1050 nm. The measurements demonstrated a saturated gain of 10'°
(Fig. 19a), a pump depletion of 40% and high-quality amplified beams with low
spatial and spectral phase aberrations. Figure 19b demonstrates that the ampli-
fication resulted in only a modest increase of 15% in re-compressed pulse
duration. These tests provided data for planning towards ultra-high power,
the next stage being the demonstration of PW capability with an OPCPA
system.

3.5 A PW OPCPA

The design schematic for a proposed PW OPCPA system pumped by a Nd:glass
laser is given in Fig. 13. Oscillator pulses of 30fs at 1050 nm are stretched to
300 ps and amplified in a three-stage OPCPA pumped by 175 750 ps pulses at
the second harmonic of a 150 mm aperture Nd:glass laser system. LBO is the
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Fig. 18 Experimental arrangement for a joule level OPCPA pumped by the second harmonic
of a Nd:glass laser

optimum material for the first two amplification stages, while only KDP can be
grown to the aperture size required for the final stage. Pump and signal beams
are spatially flat in the OPAs with Gaussian and sech? temporal distributions
for input pump and signal, respectively. Strong saturation in the first two stages
leads to an optimised input signal beam to the final amplifier and hence to a
maximised re-compressed peak power. Taking into account losses in the com-
pressor and phase effects in the OPAs a power of 1 PW is predicted at a pulse
duration of 27 fs. Using equations 10 and 11 the background noise on a target at
the focus of the re-compressed pulses is expected to be a factor of about 10 less
than that for a PW Nd:glass laser.

3.6 Future Potential for a Multi-PW OPCPA

Perhaps the most important incentive of the OPCPA idea is that it is not limited
to 1 PW and so it is of interest to estimate the maximum power that can be
generated by an OPCPA system using current technology, and a scheme, similar
to the above ‘PW’ design, and based now on a multi-beam Nd:glass pump laser,
is proposed. The limiting factor in the OPCPA design is, in common with
conventional CPA systems, the energy capacity of the compressor gratings.
This design calls for square gratings with a groove density of 8001/mm and an
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Fig. 19 (a) The 2-amplifier gain as a function of the pump intensity. Measured points (circles)
are compared to the calculated curve (continuous line). (b) Re-compressed pulse autocorrela-
tion traces for unamplified and amplified pulses. Estimated pulse durations are 250 and 300 fs,
respectively

incident angle of 20° (diffraction angle = 30°) and current technology dictates a
maximum size of 100 cm, and at a maximum fluence of 0.5 J/cm? the maximum
energy capacity for a square incident beam is 4.7 kJ.

Figure 20 presents a schematic of this high-power design and includes the
results of a simulation of its performance. Current glass laser technology [33]
can provide an energy of approximately 3.4kJ per beam in I ns at the pump
wavelength of 526 nm and in a square 34 x 34 cm beam with flat profiles in both
space and time. One beam drives a three-stage OPCPA to amplify a 1 nJ signal
pulse which has been stretched from 20 fs to 400 ps. An output signal energy of
1.4kJ is anticipated from the third stage. Two subsequent KDP booster ampli-
fiers, each pumped by a second and third beam from the glass laser, enable
further amplification of the signal up to 4.45 kJ, which is close to the capacity of
the compressor. The peak power is calculated by taking the Fourier transform
of the predicted output spectral amplitude and phase distribution and assumes
that phase terms up to cubic can be compensated. A value of 22 fs was obtained
giving finally an estimated power for this scheme of 163 PW.

The fluence in the OPAs is kept below 3 J/cm? for KDP and below 5 J/cm? for
LBO, and with a total path in LBO and KDP of 29 and 57 mm, respectively, the
effective overall B-integral on the signal beam is estimated to be less than 1.
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Fig. 20 ‘Maximum power’ OPCPA design using a multi-beam Nd:glass laser as pump. Curves
show the calculated input seed signal, output amplified signal and depleted pump pulses,
respectively, together with the estimated re-compressed pulse assuming an ideal compressor
with a throughput of 80%

The angular tolerance on the pump beams requires them to have a divergence
no greater than 0.1 mrad which is more than 30x the diffraction limit. In
addition, the OPCPA system could be placed in vacuum to minimise beam
distortion on the amplified signal, and with the implementation if needed of an
adaptive optic an output beam quality close to the diffraction limit can be
expected. Focusing this beam to a focal spot size of say 3 pm would then provide
intensities in excess of 10°* W/cm?>.

3.7 Phase-Preserving Chirped Pulse OPA

Carrier-envelope phase-stabilised pulses are of great importance for metrology
and attoscience. For further information see the chapter of Krausz and Cundiff.
Recently phase-preserving OPA was demonstrated [34, 35]. Phase-stabilised
12-fs, 1 nJ pulses from a commercial Ti:sapphire oscillator were directly ampli-
fied in an OPCPA [34] and re-compressed to yield near-transform-limited 17 fs
pulses. The amplification process was demonstrated to be phase preserving. In
another work [35], the angular dispersed idler output of an OPA, with a
centre wavelength of 1um, was compressed to below 5fs. The resulting
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phase-stabilised quasi-monocyclic pulse was characterised by non-linear cross-
correlation frequency-resolved optical gating.

4 Conclusion

The optical parametric amplifier is an important alternative and additional
amplification technique in the generation of optical pulses. As well as being
tunable it can also have high gain, high bandwidth, high energy and high beam
quality, and is particularly suited to the generation of ultra-short and ultra-high
peak power pulses.

Straightforward analytical equations governing the operation of the OPA
enable a simulation of many practical designs. Optimisation of these designs is
possible with due consideration to features of operation such as pump deple-
tion, the maximisation of efficiency and bandwidth and operational limits due
to self-focusing and damage.

Several schemes based on OPCPA show that OPAs will have a major role to
play in current and future applications of ultra-short pulse ultra-high power
systems.

5 Parameter Set

A; = complex field
d.ir = effective second-order coefficient
Ak = phase mismatch
A) = spectral bandwidth
= gain bandwidth
= fractional depletion of pump beam
saturation fluence

F.Number (optical)
amplifier gain parameter
signal gain
photon intensity ratio
intensity
wave vector
length
wavelength

refractive index

ngi = group index

p = intensity ratio
p = wave amplitude
Trad = upper state radiative lifetime
= optical parametric amplifier phase parameter
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u; = normalised intensity

w; = angular frequency
; = phase of the ‘i’ beam
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Carrier-Envelope Phase of Ultrashort Pulses

Steven T. Cundiff, Ferenc Krausz, and Takao Fuji

1 Introduction

The phase of the electromagnetic field has typically not been a quantity of
physical meaning in optics because all measurements are of intensity. Relative
phases, for example, between two arms of an interferometer, can readily be
measured and controlled, but not the phase of a single field. Recently, there has
been significant progress in measuring and controlling the phase of the electro-
magnetic field of ultrashort pulses by using the envelope of the pulse as a phase
reference [1, 2, 3,4, 5, 6, 7, 8,9, 10]. If we write the electric field of the laser
pulse as

E(t) = A(t) cos(wit + ), (1)

then ¢ determines the carrier-envelope phase (CEP) (see Fig. 1).

At high intensities [11], where electrons are responding to the electric field
itself, rather than the intensity, ¢ can become significant. Typically, this arises
when there is a threshold such as occurs for tunneling. This is shown schema-
tically in Fig. 1b.

Currently, it is possible to measure and control the pulse-to-pulse change in
o, which we designate at Ay, for the pulse train emitted by a mode-locked
oscillator. Measurement, based on above threshold ionization [8], of ¢ itself has
been demonstrated for amplified pulses and the influence of ¢ on high harmonic
generation demonstrated [9].!

! The term “absolute” phase is often used in referring to . This can be misleading as there is
nothing absolute about the peak of the envelope used as a reference. This terminology has
probably arisen to help distinguish between ¢ and Ay and to emphasize the fact that ¢ is not
relative to a second reference beam.
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Fig. 1 Schematic showing a) - b)
the carrier-envelope phase.

(a) Definition of ¢ of an
ultrashort laser pulse. (b)
Depending on ¢, the field
may not exceed a threshold,
barely exceed it, or
significantly exceed it

Threshold

In this chapter, we first discuss how control of Ay in mode-locked oscillators
has been achieved using frequency domain techniques. We then discuss the role
of ¢ in high-intensity physics. Finally, we mention how control of Ay con-
tributes to other areas.

1.1 Evolution of the Carrier-Envelope Phase

Because of dispersion, the group and phase velocities will differ and cause ¢ to
evolve rapidly when propagating through any material except vacuum. For
example, propagation through 10 pm of fused silica will cause ¢ to change by
1 rad for an 800 nm pulse. Correspondingly, 10 mm of air will have the same
effect. In addition, phase shifts can occur due to diffraction or focusing of the
pulse.

The evolution of ¢ during propagation inside the cavity of a mode-locked
laser has the important consequence that the phase of each pulse in the emitted
train will increase by an amount Ay. If Ay happens to be a rational fraction of
7, then ¢ is periodic; otherwise each pulse has a unique ¢.

2 Measurement and Control of Carrier-Envelope Phase
from Mode-Locked Lasers

Most high-intensity experiments use pulses that are originally produced by a
mode-locked oscillator and subsequently amplified. Although the phase can be
adjusted externally to the oscillator, it is desirable to start with a pulse train of
constant ¢, or at least evolving in a well-controlled manner. Thus, controlling
Ay and ultimately ¢ is an important prerequisite for high-intensity experiments
that are sensitive to .

Typically, an amplifier runs at a rate of 1-100 kHz, whereas the oscillator
produces pulses at a repetition rate of 10-100 MHz. Thus, one pulse out of
10°—107 is used from the pulse train emitted by the oscillator. This means that ¢
must be coherent for at least this many pulses, for systematic control to be
achieved.
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2.1 Cross-Correlation

Time domain measurement of Ay is performed by using a cross-correlator [1, 2].
A cross-correlator is similar to an interferometric autocorrelator, except that one
arm of the scanning interferometer is longer than the other by a multiple, 72, of the
time between pulses (see Fig. 2). This means that pulse 7 in the pulse train is
compared to pulse i + n, rather than with itself as would happen in an auto-
correlator. In the resulting nonlinear interferogram, the shift of the interference
fringes with respect to the peak of the envelope is due to Ap. As noted above,
propagation through air will shift ¢. This is a significant effect in a cross-
correlator because one arm is significantly longer, typically by ~5 m. This
means that either the path traversed by this arm must be evacuated [1] or the
entire correlator must be evacuated [2]. Fortunately, only a rough vacuum is
required.

The first cross-correlation measurements by Xu et al. [1] were performed on a
laser that did not have active stabilization of Ay, but coarse control was
obtained by changing the insertion of a glass wedge in the laser cavity. This
work also provided the important observation that Ay depends on intracavity
power. Two typical correlations demonstrating a 7 shift in Ay from later work
by Jones et al. [2], where the laser was actively stabilized as described below, are
shown in Fig. 2.

2.2 Frequency Domain Description of Carrier-Envelope Phase
Evolution in a Mode-Locked Pulse Train

Precision long-term stabilization of Ay can be achieved using the powerful
tools developed for stabilization of single frequency lasers. To understand how
Ay can be detected and stabilized using frequency domain techniques, we first

a) b)
Beam
/ Splitter

Input % a
Beam -

Lens

Second

Harmonic )

Detector Crystal

Fig. 2 (a) Schematic of a cross-correlator. The second harmonic crystal and detector can be
replaced with a nonlinear photodiode. (b) Two typical cross-correlations showing a 7 phase
shift in Ap
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need to describe the optical frequency spectrum of a train of ultrashort pulses,
including Ay.

If the spectrum of a mode-locked laser is measured using a typical spectro-
meter, a broad continuous spectrum will be observed. This spectrum is just that
of the individual pulses. However, if a very high-resolution spectrometer were
to be used, it would be observed that the spectrum actually consists of a comb of
closely spaced lines, where the spacing corresponds to the repetition rate, frep, of
the laser. Fourier analysis of a train of identical pulses easily shows that the
frequency spectrum is indeed a comb, with the comb frequencies being integer
multiples of f.,. However, the phase evolution of the pulses means that the
pulses are not identical. A more sophisticated analysis [12, 13, 14] yields the
result that the optical frequencies of the comb lines are given by

Vp = nfrep +f07 (2)

where the offset frequency, fo, is connected to Ay by

Ay = 2nfy /frep- (3)

This correspondence between time and frequency is shown schematically in
Fig. 3. The important result shown in (3) is that the pulse-to-pulse phase
evolution causes a rigid shift of the frequency comb by fy. Thus, if we can
measure fj, we can accurately determine Ay because frequency measurements
can be very accurate.

E

b) Frequency Domain ]

I

Fig. 3 Connection between
time and frequency
domains. (a) Train of
ultrashort pulses in time
showing pulse-to-pulse
phase change Ayp. (b)
Spectrum showing comb of
lines separated by fi.p, and

offset by fo ' 0 " =k,
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s
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2.3 Frequency Domain Detection of A@

Given our understanding that Ay is manifest in the frequency domain as a rigid
shift by fy, we are faced with the question of how to measure fy. It might be
imagined that a very accurate absolute optical frequency reference could be
used. However, this turns out to be impractical; instead, as we will discuss
later, the techniques described here can be used to measure absolute optical
frequencies. Measurement of f; is possible using a technique known as “self-
referencing” [2, 15].

Self-referencing obtains f; by comparing the low- and high- frequency extremes
of the spectrum. If the spectrum is sufficiently broad, the second harmonic of
the low-frequency end of the spectrum will overlap with the high-frequency end.
The heterodyne beat between these will yield a difference frequency given by

2Vn — Uy = 2(”];”6}) +fO) - (2nfrep +f0) :fo (4)

Thus, f) can be determined directly given a spectrum that spans an octave,
i.e., a factor of 2 in optical frequency, which we designate as v-to-2v self-
referencing. For narrow spectra, a higher-order version of this technique can
be used. For example, if the second harmonic and third harmonic are com-
pared (2v-to-3v), then a spectrum that spans only a half octave is required [15,
16]. The higher-order nonlinearities represent a disadvantage as higher inten-
sities are needed, although the relaxed requirements on spectral width are an
advantage.

2.4 Generation of an Octave-Spanning Spectrum

A transform-limited Gaussian or sech()2 pulse with a full width at half max-
imum (FWHM) spectral width of an octave would have a temporal width of one
cycle. Although sub-two-cycle pulses have been generated [17, 18], single-cycle
pulses have not been achieved. However, the “octave” does not have to be at the
FWHM, but rather can be significantly below that. In addition, it is not the
temporal profile that counts, but rather the spectrum; thus strongly nonmono-
tonic spectra can be used. This allows the use of spectra that have been strongly
broadened by self-phase modulation.

Using a low-repetition-rate laser (so that the pulse energy is correspondingly
high) that generates 9 fs pulses, it is possible to achieve such an octave-spanning
spectrum using self-phase modulation in standard optical fiber [3]. The dis-
covery of strong spectral broadening of nanojoule pulses in microstruc-
tured fiber [19, 20] made it possible to achieve sufficient bandwidth from
ordinary Ti:sapphire lasers. The spectral broadening in microstructured fiber
occurs because it has a group-velocity-dispersion zero point within the spectral
region of Ti:sapphire. In addition, microstructured fiber has a very strong
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confinement, thereby increasing the effective nonlinearity. Similar effects have
been observed in fiber tapers [21].

As discussed in Section 2.8, it is also now possible to generate an octave
directly from a mode-locked oscillator.

2.5 Frequency Domain Stabilization

The heterodyne beat signal obtained with a v-to-2v interferometer can be used
to stabilize the laser to produce a given value of f; and hence Ap. Typically, a
phase-locked loop is used to eliminate small frequency errors that could result
in accumulated phase error. It is very important that the reference signal be
coherently related to the repetition rate, either by deriving it from the repetition
rate [2] or by using two synthesizers with a common timebase and locking the
repetition rate to one and fj to the other [4].

To close the loop, there must be a laser parameter that controls fy, which is
determined by the difference between phase and group velocities inside the
cavity. In a standard 10fs Ti:sapphire laser [22], a prism sequence is used to
compensate for group-velocity dispersion in the laser crystal. This results in the
spectrum being spatially dispersed on the flat mirror at one end of the linear
cavity. By making small rotations of this mirror, a linear phase shift with
frequency, which is equivalent to a group delay [23], can be generated [13].
This has successfully been used to lock 7y [2].

An alternative scheme is to use the pump power to control the intracavity
power. This has been shown empirically to alter Ay [1, 4], although the exact
mechanism remains unclear, with nonlinear phase shifts [1], nonlinear changes
in the group velocity [24, 25], and spectral shifts [1, 26] all playing a role.
Theoretical analysis has also shown that management of the intracavity disper-
sion, i.e., that consists of distinct regions with opposite signs of dispersion,
affects the sensitivity of Ay to changes in intensity [27]. This technique has the
advantage over the previous method of higher speed and also has been shown to
reduce the amplitude noise [4].

2.6 Phase Noise and Coherence

As mentioned above, most high-intensity experiments use amplified pulses, and
only a small fraction of the pulses emitted by the oscillator are actually ampli-
fied. Thus, coherence of ¢ must be maintained sufficiently long so that the phase
of the pulses that are actually amplified is controlled. Clearly the longer phase
coherence can be maintained, the better.

One obvious concern is that the highly nonlinear nature of the broadening in
microstructure fiber will result in conversion of amplitude noise on the input
to phase noise on the output. Measurement of this conversion using a pair of
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v-to-2v interferometers yields a conversion coefficient of 3784 rad/nJ for 4.3 nJ
of coupled pulse energy and a 4.5 cm long fiber [6]. For a well-designed laser, the
amplitude noise is sufficiently small so that this process results in ~ 0.5 rad or
less of phase noise.

The phase coherence of ¢ is directly reproduced in the phase of the hetero-
dyne beat signal at fj. By measuring the power spectrum of the phase noise, or
the frequency noise, it is possible to determine the root-mean-square (RMS)
phase fluctuation from the relationship

—1/2a7os Q. —1/277obs
AsoRMm,m\/z / X S’}(ﬁdf \/2 / CUsnan o

where Sy, () and S, (f) are the power spectral density of the frequency noise
and phase noise, respectively, and 7oy is the observation time. Note that these
expressions are only valid so long as ApRMS <2, This can be verified by
measuring the power spectrum of the frequency noise using a frequency-to-
voltage converter.

Measurement of Sy, (f) is shown in Fig. 4 [7]. Both in-loop (using the same
signal as used to lock the laser) and out-of-loop (using a second length of
microstructure fiber and a second v-to-2v interferometer) results are shown.
The latter is important because of the aforementioned conversion of amplitude
to phase noise in the fiber. In principle, the in-loop measurement does not
properly account for this because the feedback can compensate for amplitude
induced phase errors by adjusting the phase of the laser. Amplitude-to-phase
conversion actually results in a degradation of the phase coherence of emitted
pulses, but an improvement of the in-loop signal.

0
—-20 - out of loop
Fig. 4 Linewidth of f; (offset
for clarity) as measured on a —40
dynamic signal analyzer a
(FFT). The in-loop ° 60 -

measurement (solid) was
taken with a resolution
bandwidth of 0.976 mHz, _80 4
while the out-of-loop

(dashed) measurement was

taken at 0.488 mHz. Note -100

that measurements of the T T T T T T T T
linewidths are still resolution -0.20 -0.15 -0.10 -0.05 000 005 010 0.15

limited [7] Offset frequency (Hz)

in loop




68 S.T. Cundiff et al.

The measurement-limited linewidths in Fig. 4 are 0.976 mHz (0.488 mHz)
out of loop (in loop). These results are confirmed by separate measurement of
the phase noise spectrum, which is integrated as per (5) to yield an out-of-loop
coherence time of at least 163 s, again measurement limited (coherence time is
defined to be the time it takes to accumulate 1 rad of phase fluctuation). Earlier
measurements suggest that nonlinear beam steering inside the cavity might
contribute to the phase noise [5].

These long coherence times show that Ay of mode-locked oscillators is
sufficiently stable so that the pulse train provided to an amplifier will indeed
have reproducible phases. This enables high-intensity experiments sensitive to ¢
using phase-controlled pulses.

2.7 Detection of fy Using Quantum Interference

An alternative method of detecting ¢ is to use quantum interference rather than
optical interference. Quantum interference occurs between m-photon and
n-photon absorption pathways. When both photons come from the spectrum
of a single femtosecond pulse, ¢ determines whether the interference is con-
structive or destructive. The simplest case is for m = 1 and n = 2, which is
closely analogous to the v-to-2v interferometer. For a system in which parity
is a good quantum number, it is forbidden for two states to be simultaneously
coupled by both one- and two-photon transitions. Simultaneous one- and two-
photon transitions are possible for continuum states that do not have parity as a
good quantum number. Transitions between valence and conduction bandsin a
semiconductor are an example of a system in which such quantum interference
can be observed.

Quantum interference control (QIC) of injected photocurrents in semicon-
ductors was demonstrated using a two-color pulse consisting of a 100 fs pulse
and its second harmonic, with the relative phases being controlled by dispersion
or by a two-color interferometer [28, 29]. In this realization of QIC, an injected
current is generated, despite the absence of a bias field because the interference
depends on k. Specifically, when the interference is constructive at +k, it is
destructive at —k and vice versa. An imbalance in carrier population with
respect to k represents a current. A conceptual diagram of how QIC of injected
photocurrents can be used to measure ¢ is given in Fig. 5.

The use of QIC to measure Ay was demonstrated by Fortier et al. [30]. In this
demonstration, a mode-locked oscillator with fy locked to a known value was
used to generate an oscillating photocurrent in a sample of low-temperature-
grown GaAs. The photocurrent was collected with gold electrodes and detected
by an electronic spectrum analyzer or lock-in amplifier. The signal to noise and
bandwidth of the £, detection were limited because a simple load resistor was
used for current-to-voltage conversion.
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Conduction

Phase-Coherent
L — Octave-Spanning
Pulse

Valence ............. 0

Band

Fig. 5 Conceptual schematic showing quantum interference between one- and two-photon
absorption in a direct-gap semiconductor. The interfering absorption pathways are driven
by the spectral wings of a single octave-spanning pulse. The interference can cause an
imbalance in the carrier-population distribution in momentum space (represented by
ovals), resulting in a net flow of carriers. The direction and magnitude of the resulting
photocurrent are sensitive to ¢

By designing a custom transimpedance amplifier, it was possible to improve
both the signal to noise and bandwidth of the f; signal produced by QIC of
injected photocurrents. These improvements in turn enabled stabilization of the
fo using QIC [31]. The obtained phase noise spectrum is shown in Fig. 6. The
integrated RMS phase fluctuations are comparable to those obtained with a
standard v-to-2v interferometer.

2.8 Phase Stabilization with Octave-Spanning Ti:Sapphire
Oscillator

As mentioned in the previous section, a source of CEP noise is amplitude-phase
conversion in microstructured fiber. Therefore, it is helpful to obtain an octave
spectrum by self-phase modulation in a nonlinear crystal instead of microstruc-
tured fiber, or even directly from oscillator, to improve phase-locking quality.
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Fig. 7 Typical spectrum Frequency (PHz)
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mirror oscillator (blue T T 1000
curve) and net intracavity
group-delay dispersion
(GDD, black curve) [38]
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An octave-spanning spectrum was demonstrated by moving the nonlinear
medium inside the laser cavity [32, 33]. In this work, a glass plate was placed at a
second waist inside the laser cavity. By managing the intracavity dispersion, it
was possible to generate simultaneous time and space focii, and thus produce
the high peak intensity needed for strong self-phase modulation.

Recently, broadband chirped mirror design and manufacturing techniques
for multilayer mirrors have rapidly improved. Broadband chirped mirrors with
high reflectivity from 600 to 1000 nm are now commercially available. Using
these mirrors inside a Ti:sapphire cavity, the intracavity spectrum becomes
broad, and the peak intensity of the pulse inside the cavity becomes so high
that substantial white-light generation happens in the Ti:sapphire crystal. As a
result, nearly one octave spectrum is generated directly from the oscillator
(see Fig. 7) [17, 18, 24]. Locking f; without spectral broadening in microstruc-
tured fiber has been demonstrated [16, 35, 36]. Recently, the out-of-loop phase
noise of such a system has been reported [37, 38]. The RMS phase fluctuation
was 0.016x2x rad, which is one order of magnitude better than the system with
microstructured fiber. The phase-noise power spectral density and the inte-
grated carrier-envelope phase error are shown in Fig. 8.
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2.9 Phase Noise After Pulse Selection

When the carrier-envelope offset frequency is fy, every R (= Jrep/f0) pulse has
the same ¢. When only such pulses are selected for amplification (pulse pick-
ing), an amplified pulse train with constant ¢ may result. As the phase-locked
loop used for controlling and stabilizing ¢ of the seed oscillator will always have
a finite bandwidth and the system used to detect ¢ will always be subject to
noise, ¢ will fluctuate. Pulse picking can be understood as sampling of the seed
oscillator ¢ and is therefore subject to aliasing.

Itis very important to know how the CEP noise properties of the picked pulse
sequence relate to those of the seed oscillator and how to estimate the power
spectral density (PSD) of CEP fluctuations of the picked pulse train. Integrating
this function within appropriate bounds yields the RMS phase error for a given
integration time and bandwidth, which is the relevant metric for the quality of
the CEP stabilization when considering experiments that are sensitive to ¢ [39].

From discrete Fourier transform theory, for the pulse train picked by a
certain frequency, f ;ep, the original noise at higher frequency than f’ ;ep contri-
butes to the noise of picked pulse train, S’Q. The lowest frequency v,y 1s defined
by the inverse of observation time, 7ops:

Sy (ow) = > Su(mf 1o + Miow)- (6)

This equation shows that the phase-noise PSD of the original pulse train is
moved blockwise into the Nyquist range of the picked train and stacks up there.
As a result, the RMS phase noise after picking the pulse train is identical to the
original RMS phase noise. Therefore, the phase noise up to Nyquist frequency
(frep/2) should be taken into account even if the pulse train picked much lower
frequency than the original repetition rate for further applications.

3 Phase Stabilization of Intense Few-Cycle Pulses

Asis discussed in the previous section, when the CEP frequency of an oscillator
has been stabilized to fj, every Rth pulse has the same phase. Normally in an
amplifier system, the repetition rate of the pulse train is reduced to be compar-
able to the energy storage time of amplifier media. Then it is possible to have a
phase-stabilized amplifier system just by seeding with an f;-stabilized oscillator
and adjusting the frequency of the Pockels cell to the fraction of fj.

3.1 Phase-Stabilized Ti:Sapphire Amplifier System

The first phase-stabilized amplifier based on this concept was realized by
Baltuska et al. [40] (Fig. 9). The phase-stabilized amplifier system delivers
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~1mlJ, 20fs, at a 1 kHz repetition rate. The output of the amplifier system was
focused into a hollow wave guide and compressed by broadband chirped
mirrors. The final output is ~0.5mlJ, 5fs.

3.2 Self-Stabilized ¢ from an Optical Parametric
Amplifier

In the previous sections, only active CEP stabilization schemes are intro-
duced. As an alternative approach to stabilize CEP, difference-frequency gen-
eration can be used. When we define the comb frequencies as v, the difference
frequency between combs lines of the spectrum becomes

Vp — VUm = (nfrep +f0) - (mﬁep +f0) = (n - m)frepa (7)

which is independent of f;. Therefore, ¢ of the difference frequency is always
constant even if ¢ of the original pulse train is not stabilized. It is demonstrated
with a similar system to a v-to-2v interferometer [41]. Additionally, phase noise

Q-switched pump laser H9llow-fil?er- 0.5-mJ
Multipass chirped-mirror | {.kHz
Ti:Sa amplifier pulse 5-fs
Ti:Saoscillator N P compressor (==
phase-
pump laser synchronization locked
7 " . pulses
Cw pum f-to-2f fto-2f
I pump m v interfero- interfero-
aser meter | meter Il
‘ Measurement

Vour e Sasit S iow & control of ¢

Phase-

Iocking fep | Phase
electronics i~ detector ]

@OW G'as‘ “fast” feedback

Fig. 9 Schematic of the phase-stabilized amplifier. AOM, acousto-optical modulator; PCF,
photonic crystal fiber; MZ, Mach-Zehnder; SP, 2mm sapphire plate; FDC, frequency-dou-
bling crystal. The ¢ of the pulses delivered by the Ti:sapphire (Ti:Sa) oscillator is controlled by
tracking the v-to-2v signal in interferometer I and controlling the pump power through a
feedback based on the AOM. Frequency dividers /4 and /80,000 are used to derive, respec-
tively, the reference frequency for the stabilization of Ay behind interferometer I and the
repetition rate of pulses amplified in a multipass amplifier. The residual drift of ¢ behind the
laser amplifier is monitored with interferometer II and pre-compensated by shifting ¢ of the
oscillator [40]

“slow drift” feedback
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is canceled by the difference-frequency process; hence the CEP stability may be
better than active feedback CEP stabilization [42].

The same principle can be applied for the idler wave of an optical
parametric amplifier(OPA) system [43]. The system is based on noncollinear
OPA pumped by the second harmonic of the output of a Ti:sapphire regenera-
tive amplifier. The seed pulse is white-light continuum generated by the second
harmonic. The experimental phase stability is shown in Fig. 10. The
phase stability is 7/10, which is comparable to an active phase stabilization
scheme. The idler wave can be compressed down to 4.3 fs with sub-micro-Joule
energy [44].

- @ - (b)

| Fundamental SH of idler

Intensity
Intensity
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0o 50 100
Laser shot, j Laser shot, j

Fig. 10 Experimental results of self-stabilization measurements. (a),(b) Spectra of residual
fundamental, idler, and its SH beams. (¢),(d) Solid curves show interference pattern averaged
for 1000 shots, while dotted curves represent single-shot interferograms. (e),(f) Relative
CEP jumps wrapped on a 4= interval. Note that the stable phase pattern obtained
from the interference of the idler and its second harmonic is a direct proof of CEP self-
stabilization [43]
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3.3 Cavity Buildup

The ability to stabilize and control the phase evolution of the pulse train pro-
duced by mode-locked lasers provides an alternate approach for achieving high-
intensity femtosecond pulses. By controlling A¢p, successive pulses in the train
can be coherently superimposed in an optical storage cavity [45, 46]. Recently, it
has been demonstrated that sufficiently intense fields can be achieved in the
buildup cavity to ionize atoms and produce harmonics [47, 48]. This technique
has the advantage of not needing an amplification stage and pump laser(s) and
operating at the repetition rate of the oscillator; thus the comb structure of the
oscillator occurs in the generated harmonics [47]. However, the achieved inten-
sities are much lower so far, which limits how high a harmonic can be generated.
The limits on intensity are still under investigation.

4 The Role of ¢ in Strong-Field Interactions, Measurement of ¢

Atoms exposed to high-intensity radiation tend to ionize. If the intensity is
sufficiently high and the laser frequency sufficiently low, the laser electric field
suppresses the Coulomb potential to an extent that allows the wave function of
the most weakly bound electron to overcome the ionization barrier within a
fraction of the laser oscillation cycle. This results in a microscopic current that
near-adiabatically follows the variation of the optical field. Hence the motion of
the detached electron wave packet, and thereby the induced macroscopic polar-
ization, is directly controlled by the strong laser field. Microscopic processes
occurring under these conditions tend to become increasingly sensitive to ¢ as
the pulse duration approaches the field oscillation period [11].

Products of strong-field interactions include high-energy free electrons and
photons. If the driving laser radiation is confined to a few cycles, the basic
characteristics of these products, such as yields, energy, and momentum dis-
tribution, are affected by (. Once fully characterized and with their carrier-
envelope phase stabilized, few-cycle light pulses provide a unique means of
controlling strong-field interactions. Single-shot measurements drawing on
the self-referencing technique [49, 50] and optical parametric amplification
[43] will constitute helpful diagnostic tools for phase-sensitive nonlinear optical
experiments, with the latter even providing an output (idler) wave with a self-
stabilized carrier-envelope phase.

4.1 Optical-Field Ionization of Atoms

Within the quasi-static approximation, the instantancous optical-field ionization
rate (i.e., electronic current) is a function of the instantaneous laser electric field
strength. The instantaneous ionization rate is sensitive to ¢ as shown by



Carrier-Envelope Phase of Ultrashort Pulses 75

computations for ¢ = 0 and ¢ = 7/2), corresponding to cosinusoidal and sinu-
soidal carrier fields, respectively. Somewhat surprisingly, the time-integrated
ionization yield (i.e., the number of ionized atoms or free electrons the intense
light pulse leaves behind) has been found to be independent of ¢ even for a pulse
comprising less than two cycles within their full width at intensity half maximum
[11], at least in the quasi-static approximation. Recently, an investigation based
on the full numerical solution of the time-dependent Schrédinger equation
indicated a slight dependence of the integrated ionization yield on ¢ [51].

The phase sensitivity of the integrated optical-field ionization yield can be
substantially enhanced by ionizing atoms with a circularly polarized light wave
and resolving the angular distribution of the photoelectrons [52]. If the ionizing
few-cycle light is circularly polarized, the direction of the photoelectron
momentum determining its drift motion after the laser pulse left the interaction
volume depends on . Because electron rescattering off the parent ion is pre-
vented in a circularly polarized field, the motion of the electrons subsequent to
ionization can be accurately determined from Newton’s equations. The final
direction of the electron momentum rotates with the electric field vector. For
long pulses, electrons are being detached over many optical cycles, and the
electron distribution is isotropic because ionization is equally probable for any
phase. In the case of a few-cycle pulse, significant ionization occurs only on a
sub-cycle timescale because of the sensitive (exponential) dependence of instan-
taneous ionization rate on the electric field. As a consequence, ¢ determines the
direction of the field at the moment of ionization and hence the direction of the
freed electrons.

Figure 11 shows the angular distribution of the strong-field-ionized electrons
produced in helium with a 800 nm pulse. The ionization rates were calculated by
using a quasi-static model [53], while the electron trajectories were determined

Probability/a. u.

. . . . . .
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Fig. 11 Angular distribution of electrons freed by a strong circularly polarized 4.8 fs laser
pulse (E(f) = A(1)[ex cos(wrt + @) + ey sin(wit + )] with a peak field 6 x 10! V/m™") in the
plane perpendicular to the propagation direction of the pulse for ¢ = 0. Inset: Time-depen-
dent electric field vector rotating around the direction of propagation. A change in ¢ changes
the electric field direction at 1 = 0
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analytically by integrating the classical equations of motion. For ¢ = 0, the
angular distribution of the electrons peaks at § = 270°, a change Ay of ¢
rotates the clectron trajectories by the same angle, i.e., shifts the angular
distribution shown in Fig. 11 by Ap [52]. At moderate peak intensities, where
ionization occurs only at the peak of the pulse, amplitude fluctuations do not
change the direction of the electrons, which is hence unambiguously related to ¢.
These results suggest that ionization of atoms by a strong circularly polarized
few-cycle light pulse may allow the determination of ¢ and thus the evolution
of the electric and magnetic fields in the light wave packet. First experimen-
tal corroboration of these findings was obtained with 6fs, 800 nm circularly
polarized pulses [54].

4.2 Optical-Field-Induced Photoemission from a Metal Surface

Many applications call for linearly polarized light. However, changing of the
polarization becomes increasingly difficult for bandwidths approaching the
carrier frequency in the few-cycle regime. Hence, techniques for directly mea-
suring ¢ of linearly polarized pulses are desirable. “Switching off” optical-field
ionization for one of the two directions of the electric field vector, as it occurs on
a metal surface (photoemission), is an option. In fact, the total number of
photoelectrons emitted from a photocathode irradiated with p-polarized few-
cycle laser pulses impinging at oblique incidence has been predicted to depend
sensitively on ¢ [55].

This prediction, based on a simple model, has been recently corroborated by
simulating photoemission for a metal (jellium) surface using time-dependent
density functional theory [56]. The conduction-band electrons of a metal were
modeled as a free electron gas confined in a rectangular potential well (jellium).
Figure 12 depicts the predicted temporal evolution of the number of ejected

peate =5+ 10" W/cmf,!’ 10=0

Tp=5f1s

Fig. 12 Calculated
instantaneous photocurrent
emerging from a metal
photocathode (jellium)
upon exposure to an intense
5 fs pulse for different values
of ¢ in the tunneling regime
of'ionization. The time delay
between the pulse peak and
emission current is caused
by the finite time needed by
emitted electrons to reach - _
the “detector.” Inset: o | =

Emitted Charge per laser 0.0 5.0 10.0 15.0 20.0 25.0
pulse as a function of ¢ Time [fs]

Photoemission current [a.u.]




Carrier-Envelope Phase of Ultrashort Pulses 77

photoelectrons if a 5fs, 800 nm p-polarized pulse with a peak intensity of
2 X 10'3W/cm2 impinges at an angle of 45° on the jellium surface. The inset
in Fig. 12 reveals that the photocurrent integrated over the temporal extension
of the laser pulse appears to remain sensitive to ¢, in contrast to the ionization
yield of a gaseous medium by the same radiation. The different behavior might
be attributed to symmetry breaking due to the surface: only one half of each
oscillation cycle contributes to the overall yield. As a result, the number of
photoelectrons per laser pulse (readily measurable as a macroscopic current)
provides access to ¢ and thus to the electromagnetic field evolution of linearly
polarized few-cycle light pulses.

CEP detection with a metal was experimentally demonstrated by Apolonski
et al. [57]. The schematic of the experiment is shown in Fig. 13. The photoemis-
sion signal is modulated by the stabilized f;. As only ¢ was varying periodically at
fo in the laser pulse train, the modulation S(7) = Sy cos(2nfyt + ) of the photo-
current observed with sub-5 fs pulses clearly indicates the phase sensitivity of the
nonlinear photoeffect. As a further check, a pair of thin fused silica wedges were
introduced (see Fig. 13) in the laser beam and the variation of S cos § measured

locking f-to-2f rf signal
electronics interferometer generator
A9 ——
c“‘\“ photonic .
O
25°% o\ooQ crystal fused silica
et fiber wedge

(1 fiber pulse
J':I compressor N

= . laser beam dynodes E,
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reference| signal ctrons
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. cathode
lock-in
amplifier ‘—|
electron multiplier ‘_'3|—_|_5 vt

Fig. 13 Schematic of the experiment demonstrating ¢ sensitivity of photoemission from a
metal surface. A 10 fs phase-controlled pulse train passes through a 1.5 mm long single-mode
fiber and a dispersive delay line consisting of ultrabroadband chirped mirrors to produce
sub-5fs pulses at a 24 MHz repetition rate. The carrier-envelope phase difference of the
pulses can be shifted by known amounts by translation of one of a pair of thin fused silica
wedges. They are focused with an off-axis parabola onto a gold photocathode. The multi-
photon-induced photocurrent is preamplified by an electron multiplier and selectively
amplified by a lock-in amplifier triggered by the reference signal R(¢) at fir=1 MHz
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with the lock-in amplifier as a function of the change AL in the path length
through the plates. A representative series of measurements are depicted as
triangles in Fig. 14. The sinusoidal variation of Sycosé can be accounted for
by 6 varying linearly with the path length, § = 6y + n(AL/L). L was evaluated
as Lga = 20.3(4+2.0/— 1.5) um and Lg g = 19.3(4+2.8/— 1.9) pm from least-
square fits (lines in Fig. 14) to the measured data obtained in two independent
measurements depicted in panels (a) and (b) of Fig. 14, respectively. The experi-
mental conditions and modeling of the experiments are described in the caption
of Fig. 14.

1t : : ; . A ! measurement

— it :
: . (b)

Sycosh (arb. units)
>

0 50 100 150 200
Fused silica insertion (um)

Fig. 14 In-phase component, Sycosf, of the modulation of the photocurrent, S(7), as a
function of the change in path length through the fused silica glass wedges shown in Fig. 13.
(a),(b) Photoemission signal recorded with pulses of a peak intensity of 7, ~ 2 x 10'> W/cm?
and a duration (full width at half maximum) of 7 =4.5fs and 4.0fs, respectively. The
experimental data (zriangles) are corrected for a constant (nonoscillating) phase offset of
electronic origin. The lines are obtained by modeling the decrease of the photocurrent using
the power law Sp ~ ;7 with x = 3.0 and taking into account dispersive pulse broadening.
Although the pulses broaden only by a few percentage upon traveling a distance of a few tens
of micrometers in fused silica, the resulting decrease in their peak intensity is sufficient to
notably decrease the photocurrent owing to the rapid 7; scaling. Sy decays faster in (b) simply
because the shorter pulse broadens more rapidly upon propagation
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4.3 Generation of High-Order Harmonics and Attosecond Pulses

Atoms exposed to intense, linearly polarized femtosecond optical radiation
emit coherent, high-order harmonics of the incident laser light [58, 59]. In a
semiclassical approach, the microscopic origin of high-order harmonic radia-
tion can be understood and described in terms of three elementary processes
[52, 60]. An atom is ionized via tunneling ionization in the optical field and the
freed electron gains energy from the laser pulse. As the direction of the linearly
polarized electric field vector is reversed, the electron is driven back to the
proximity of its parent ion and, with some probability, can radiatively recom-
bine into its original ground state. This recombination gives rise to the emis-
sion of a high-energy photon in the extreme ultraviolet and soft X-ray (XUV)
region. The dynamics outlined here take place within one oscillation cycle of
the driving laser and is repeated each half laser cycle, forming a train of bursts
for a multicycle driver laser pulse. The spectrum of this quasi-periodic emis-
sion is discrete, consisting of high-order odd harmonics of the pump laser
radiation. Filtering the highest-frequency, shortest-wavelength part of the
harmonic spectrum has been predicted to result in a train of bursts of attose-
cond duration [61]. This prediction has been recently confirmed experimen-
tally [62].

Light pulses in the few-cycle regime benefit the process of ultrafast XUV
pulse generation in several respects. They are capable of generating harmonics
extending into the water window [63, 64] and enhance the harmonic photon
yield as compared to longer-duration drivers. Most importantly, they are able
to generate isolated XUV pulses of sub-femtosecond duration [65, 66]. Never-
theless, the time structure of the sub-femtosecond XUV emission is sensitive to
the carrier-envelope phase.

If the driving laser pulses have a random ¢, only a few percentage of them are
able to generate a comparatively energetic XUV pulse with a clean sub-
femtosecondtemporal structure. The overwhelming majority of laser pulses is
unable to make a useful contribution to attosecond pump-probe measurements
or even severely compromise temporal resolution. With ¢ stabilized, intense
few-cycle laser pulses reproducibly and efficiently produce attosecond XUV
pulses for time-resolved atomic spectroscopy.

High harmonic generation using a CEP-stabilized few-cycle pulse was
demonstrated by Baltuska et al. [9] Coherent soft X-rays were generated by
gently focusing the phase-stabilized 5 fs pulses (described in Section 3) into a
2mm long sample of neon gas. Figure 15 shows a series of soft X-ray spectra
produced under the conditions described in the caption for Fig. 15 for different
values of ¢ of the 5 fs pump pulses. For ¢ = ¢ (Fig. 15b), a broad structureless
continuum appears in the cutoff region (iw > 120eV). Notably, with a change
of the phase, the continuous spectral distribution of the cutoff radiation gra-
dually transforms into discrete harmonic peaks, with the maximum modulation
depth appearing for the settings of ¢ = ¢ £ 7/2. This behavior is in agreement
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Fig. 15 Measured spectral
intensity of few-cycle-driven
soft X-ray emission from
ionizing atoms. (a), (b), (c),
(d), Data obtained with
phase-stabilized pulses for
different ¢ settings. (e)
Spectrum measured without
phase stabilization. The
coherent radiation was
generated by gently focusing
5fs,0.2mlJ laser pulses into a
2mm long 160 mbar neon
gas. The on-axis peak
intensity of the pump

pulse was estimated to be

7 x 10 W/cm?
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with the intuitive picture presented above and allows us to identify g as zero
with a residual ambiguity of nz, where 7 is an integer. This ambiguity in the
determination of ¢ relates to the inversion symmetry of the interaction with the
atomic gas medium. In fact, a n-shift in ¢ results in no change of the light
waveform other than reversing the direction of the electromagnetic field vec-
tors. This phase flip does not modify the intensity of the radiated X-ray
photons, but it becomes observable in photoelectron experiments explained in

Section 4.5.
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4.4 Attosecond Pulse Generation and Application

When the generated soft X-ray in the cutoff region is isolated, an XUV attose-
cond pulse is obtained. Using the XUV attosecond pulse, the photoelectron
spectrum change due to electric field was measured with attosecond time resolu-
tion [10, 67]. The momentum of electron change Ap by electric field Ey (¢) is

Ap(r) = e / T EL(O)dY = edv (), ®)

where e is the electron charge and Aj (#) is the vector potential in the Coulomb
gauge. As a result, the photoelectron spectrum ejected from an atom by XUV
light (here it is an isolated attosecond pulse) shifts because of the vector potential.

The experimental system is shown in Fig. 16. The generated XUV and the
laser beams collinearly propagate, and the inner part (~3 mm) of the beam is

a E )

\

Ap(t) =e[E,(t')dt'

Double mirror

Time-of-flight
spectrometer

Nozzle

P

Fig. 16 Attosecond two-color sampling technique for probing electron emission from atoms.
An extreme ultraviolet or X-ray pulse excites the atomic target and induces electron emission.
A delayed probe light pulse transfers a momentum Ap to the ejected electron after its release.
pi and pyrepresent the electron’s initial and final momentum, respectively. (a) The transferred
momentum sensitively depends on the phase and amplitude of the light field vector Ey () at
the instant of release resulting in a time-to-energy mapping on an attosecond timescale. For
processes lasting less than a light cycle, the oscillating light field constitutes a sub-femtosecond
probe, whereas processes lasting longer than a cycle are sampled by the amplitude envelope of
the laser pulse. In both cases, a sequence of light-affected electron energy spectra is recorded at
different delays, Az, from which the time evolution of electron emission is reconstructed. (b)
The experiments use a 97 ¢V, sub-femtosecond soft X-ray pulse for excitation and a 750 nm
(1.6eV), sub-7fs few-cycle light pulse for probing electron emission. The two pulses are
collinearly focused into a krypton gas target by a two-component mirror similar to that
used in Ref. [66]. The kinetic energy distribution of the ejected photon and Auger electrons
was measured by the time-of-flight spectrometer
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filtered with a zirconium filter (transmitting the XUV pulse and blocking the
visible pulse). The inner (XUV) and the outer parts (visible) are delayed with a
two-component Mo/Si broadband multilayer mirror (radius of curvature =
—70 mm) placed 2.5 m downstream from the source and focused into a neon gas
jet. The ejected photoelectron is detected by a time-of-flight spectrometer.
Figure 17 summarizes representative streaked neon photoelectron spectra
recorded with the XUV and laser pulse impinging with a fixed relative timing
set in the XUV generation process. For a cosine driver waveform (¢ = 0), cutoff
radiation (filtered by the Mo/Si multilayer) is predicted to be emitted in a single
bunch at the zero transition of Ey () following the pulse peak. The photoelectrons
knocked off in the direction in the peak electric field at this instant should gain the
maximum increase of their momentum and energy. Figure 17 corroborates this
prediction. The clear upshift is consistent with the XUV burst coinciding with the
zero transition of the laser electric field. Possible satellites would appear at the
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Fig. 17 Streaked photoelectron spectra recorded at a fixed delay of the probe laser light.
Energy distribution of photoelectrons emitted from neon atoms excited by a sub-fs
XUV pulse carried at a photon energy of fiwxyy < 93.5eV (selected by the Mo/Si mirror).
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adjacent zero transitions of Ey (¢) and suffer an energy downshift. The absence of
a downshifted spectral peak of substantial intensity indicates a clean single sub-
femtosecond pulse generation. With the phase adjusted to yield a sine waveform
(¢ = m/2), cutoff emission is predicted to come in twin pulses (Fig. 17c). The
double-peaked streaked spectrum (Fig. 17c) clearly reflects this time structure.
High-energy XUV photons are now distributed in two bursts, each of which is less
than half as intense as the isolated burst produced by the cosine waveform
(Fig. 17d). These measurements demonstrate how light waveform control allows
shaping XUV emission on a sub-femtosecond timescale.

The series of photoelectron spectra obtained by scanning the delay between
the visible pulse and the XUV pulse is shown in Fig. 18. Since the shift of the
photoelectron spectrum is proportional to the vector potential of the electric
field, the field oscillation is clearly observed. The delay uncertainty of the
measurement is estimated as 250 as.

4.5 Carrier-Envelope Phase Measurement with Above
Threshold lonization

Above threshold ionization (ATI) means that an atom absorbs more photons
than necessary for ionization [52], which results in the generation of photoelec-
trons with kinetic energy. It is an extremely nonlinear process (8—10th order) to
ionize rare-gas atoms with visible pulses. Therefore, the phenomenon is extremely
sensitive to the peak-field strength of the optical pulses. Since the peak-field
strength of few-cycle pulses strongly depends on ¢, the spectra of the photoelec-
trons from ATI can be ideal for determining ¢. Measurement of ¢ with ATI has
been demonstrated by Paulus et al. [8]. The experimental setup is shown in Fig.
19. By using a stereo detection system for the photoelectron, it is possible to
measure the phase without +x ambiguity. The measured ATI spectra corre-
sponding to different ¢ are shown in Fig. 20. In particular, the high-energy
parts of the photoelectron spectra show clear dependence on the CEP. By using
this system, Lindner et al. directly observed the Gouy phase shift [68].

<

Fig. 17 (continued) The photoelectron spectrum peaks at Wy = hiwxyy — Wy ~72¢V in the
absence of Ey (1), where W}, =21.5V is the binding energy of the most weakly bound valence
electrons in Ne. The spectrally filtered cutoft XUV bursts and the 5fs, 750 nm driver laser
pulses are depicted by blue and red lines, respectively. (a), (b) Streaked spectra obtained with
“cosine” and “—cosine” laser pulses of a normalized duration of 7./T, = 2.8 and of a peak
electric field of Ey = 140 MV/cm. The green lines on the right-hand side depict spectra
computed with an XUV burst derived from the measured asymmetric XUV radiation filtered
by the mirror under the assumption of zero spectral phase. The satellite pulse is not modeled in
this way because the corresponding modulation of the spectrum is not considered in the
calculation. The difference in broadening of the up- and down-shifted spectral features
appears to be a consequence of the quadratic temporal frequency sweep resulting from the
asymmetric spectral distribution of the XUV burst. (¢, d) Streaked spectra obtained with
“sine” and “cosine” laser pulses characterized by 71./Ty = 2 and Ey = 75 MV/cm
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Fig. 18 A series of kinetic energy spectra of electrons detached by a 250 as, 93 eV XUV pulse
from neon atoms in the presence of an intense 5 fs, 750 nm laser field, in false-color represen-
tation. The delay of the XUV probe is varied in steps of 200 as, and each spectrum is
accumulated over 100 s. The detected electrons are ejected along the laser electric field vector
with a mean initial kinetic energy of p?/2m ~ hwxuy — Wy =93eV—-21.5eV=71.5¢V. The
energy shift of the electrons versus the timing of the XUV trigger pulse that launches the
probing electrons directly represents Ay (¢)
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Fig. 19 “Stereo-ATI” spectrometer. Two opposing electrically and magnetically shielded time-
of-flight spectrometers are mounted in an ultrahigh vacuum apparatus. Xenon atoms fed in
through a nozzle from the top are ionized in the focus of a few-cycle laser beam. The focal
length is 250 mm (the lens shown in the sketch is in reality a concave mirror), and the pulse
energy is 20 pJ. The laser is linearly polarized parallel to the flight tubes. Note that the laser field
changes sign while propagating through the focus. Slits with a width of 250 pm are used to
discriminate electrons created outside the laser focus region. A photodiode (PD) and micro-
channel plates (MCP) detect the laser pulses and photoelectrons, respectively
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Fig. 20 (Upper panels) Photoelectron spectra for different ¢ controlled by fine movement of
one of the wedges in Fig. 19. Ax indicates the added glass. Black curves correspond to
emission to the right (positive direction); red curves to the opposite direction. The inset
shows the deduced corresponding real-time variation of the electric field. Without phase
stabilization, identical spectra were measured to the left and right as expected. (Lower
panel) Left-right ratio of the total electron yield (circles) and high-energy electrons (squares)
as a function of glass thickness Ax added or subtracted by moving one of the wedges. Ax = 0
corresponds to optimal dispersion compensation, i.e., the shortest pulses. Maximal left/right
ratio for the total yield does not coincide with that for high-energy electrons. Note the
different scales for low- and high-energy electrons. The upper x-scale indicates the ¢ of the
pulse, as deduced from comparison with theory



86 S.T. Cundiff et al.

5 Summary and Outlook

Clearly, ¢ is an important new parameter that can be explored in high-field
experiments. Recent progress has shown that it can be “tamed” inside mode-
locked oscillators and preserved through amplification. Many of the first
experiments in these directions have been described in this chapter.

In addition to high-field experiments, control of the evolution of ¢ has
already had a big impact on optical frequency metrology, the measurement of
absolute optical frequencies referenced directly to cesium. Prior to the intro-
duction of mode-locked lasers, absolute optical frequency measurement
required the use of complex phase-coherent frequency chains [69, 70]. Although
the potential of mode-locked lasers was recognized more than 20 years ago [71],
only with recent improvements in the technology have significant measure-
ments with mode-locked lasers been made. The enormous simplification made
possible by self-referencing and related techniques [2, 72, 73] has led to an
explosion of measurements and significant improvement in precision. For a
review of optical frequency metrology with mode-locked lasers, see Ref. [74].

Closely related to optical frequency metrology has been the development of
optical atomic clocks based on mode-locked lasers. An optical atomic clock
uses an optical frequency transition as its “oscillator” instead of a microwave
transition used in traditional atomic clocks. This significantly reduces the
uncertainty in a given averaging time because of large frequency. The first
demonstration using a trapped single Hg™ ion yielded stability results compar-
able to the best cesium clocks [75]. An optical clock has also been demonstrated
using I, which could lead to transportable clocks [76].

Remarkable advances have resulted from the synergy between precision
optical techniques used in metrology and parallel progress in the generation
of high-intensity pulses. Cross-fertilization between these seemingly disparate
areas of research has resulted in truly remarkable strides over the past 5
years [77].

References

1. L. Xu, C. Spielmann, A. Poppe, T. Brabec, F. Krausz, T. W. Hénsch: Opt. Lett. 21, 2008
(1996)

2. D. J. Jones, S. A. Diddams, J. K. Ranka, A. Stentz, R. S. Windeler, J. L. Hall,
S. T. Cundiff: Science 288, 635 (2000)

3. A. Apolonski, A. Poppe, G. Tempea, C. Spielmann, T. Udem, R. Holzwarth,
T. W. Hinsch, F. Krausz: Phys. Rev. Lett. 85, 740 (2000)

4. A. Poppe, R. Holzwarth, A. Apolonski, G. Tempea, C. Spielmann, T. W. Héinsch, F.
Krausz: Appl. Phys. B 72, 977 (2001)

5. F. W. Helbing, G. Steinmeyer, U. Keller, R. S. Windeler, J. Stenger, H. R. Telle: Opt. Lett.
27, 194 (2002)

6. T. M. Fortier, J. Ye, S. T. Cundiff, R. S. Windeler: Opt. Lett. 27, 445 (2002)

7. T. M. Fortier, D. J. Jones, J. Ye, S. T. Cundiff, R. S. Windeler: Opt. Lett. 27, 1436 (2002)



Carrier-Envelope Phase of Ultrashort Pulses 87

8.

9.
10.
11.
12.
13.
14.
15.

16.
17.

18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.

35.
36.

37.

38.

39.

G. G. Paulus, F. Lindner, H. Walther, A. Baltuska, E. Goulielmakis, M. Lezius,
F. Krausz: Phys. Rev. Lett. 91, 253004 (2003)

A. Baltuska, T. Udem, M. Uiberacker, M. Hentschel, E. Goulielmakis, C. Gohle,
R. Holzwarth, V. S. Yakovlev, A. Scrinzi, T. W. Hinsch, F. Krausz: Nature 421, 611 (2003)
R. Kienberger, E. Gooulielmakis, M. Uiberacker, A. Baltuska, V. S. Yakovlev,
F. Bammer, A. Scrinzi, T. Westerwalbesloh, U. Kleineberg, U. Heinzmann, M. Drescher,
F. Krausz: Nature 427, 817 (2004)

T. Brabec, F. Krausz: Rev. Mod. Phys. 72 545-591 (2000)

T. Udem, J. Reichert, R. Holzwarth, T. W. Hédnsch Phys. Rev. Lett. 82, 3568 (1999)

J. Reichert, R. Holzwarth, T. Udem, T. W. Hinsch: Opt. Commun. 172, 59 (1999)

S. T Cundiff: J. Phys. D. 35 R43 (2002).

H. R. Telle, G. Steinmeyer, A. E. Dunlop, J. Stenger, D. H. Sutter, U. Keller: Appl. Phys.
B 69, 327 (1999)

T. M. Ramond, S. A. Diddams, L. Hollberg, A. Bartels: Opt. Lett. 27, 1842 (2002)

U. Morgner, F. X. Kértner, S. H. Cho, Y. Chen, H. A. Haus, J. G. Fujimoto, E. P. Ippen,
V. Scheuer, G. Angelow, T. Tschudi: Opt. Lett. 24, 411 (1999)

D. H. Sutter, G. Steinmeyer, L. Gallmann, N. Matuschek, F. Morier-Genoud, U. Keller,
V. Scheuer, G. Angelow, T. Tschudi: Opt. Lett. 24, 631 (1999)

J. K. Ranka, R. S. Windeler, A. J. Stentz: Opt. Lett. 25, 25 (2000)

J. K. Ranka, R. S. Windeler, A. J. Stentz: Opt. Lett. 25, 796 (2000)

T. A. Birks, W. J. Wadsworth, P. S. Russell: Opt. Lett. 25, 1415 (2000)

M. T. Asaki, C. P. Huang, D. Garvey, J. P. Zhou, H. C. Kapteyn, M. M. Murnane: Opt.
Lett. 18, 977 (1993)

K. F. Kwong, D. Yankelevich, K. C. Chu, J. P. Heritage, A. Dienes: Opt. Lett. 18, 558
(1993)

H. A. Haus, E. P. Ippen: Opt. Lett. 26, 1654-1656 (2001)

P. M. Goorjian, S. T. Cundiff: Opt. Lett. 29, 1363 (2004)

K. W. Holman, R. J. Jones, A. Marian, S. T. Cundiff, J. Ye: Opt. Lett. 28, 851 (2003)
M. J. Ablowitz, B. Ilan, S. T. Cundiff: Opt. Lett. 29, 1808 (2004)

R. Atanasov, A. Hache, J. L. P. Hughes, H. M. van Driel, J. E. Sipe: Phys. Rev. Lett. 76,
1703 (1996)

A. Hache, Y. Kostoulas, R. Atanasov, J. L. P. Hughes, J. E. Sipe, H. M. van Driel: Phys.
Rev. Lett. 78, 306 (1997)

T. M. Fortier, P. A. Roos, D. J. Jones, S. T. Cundiff, R. D. R. Bhat, J. E. Sipe: Phys. Rev.
Lett. 92, 147403 (2004)

P. A. Roos, X. Li, R. P. Smith, J. A. Pipis, T. M. Fortier, S. T. Cundiff: Opt. Lett. 30,
735 (2005)

R. Ell, U. Morgner, F. X. Kértner, J. G. Fujimoto, E. P. Ippen, V. Scheuer, G. Angelow,
T. Tschudi, M. J. Lederer, A. Boiko, B. Luther-Davies: Opt. Lett. 26, 373 (2001)

U. Morgner, R. Ell, G. Metzler, T. R. Schibli, F. X. Kértner, J. G. Fujimoto, H. A. Haus,
and E. P. Ippen: Phys. Rev. Lett. 86, 5462 (2001)

T. Fuji, A. Unterhuber, V. S. Yakovlev, G. Tempea, A. Stingl, F. Krausz, W. Drexler:
Appl. Phys. B 77, 125 (2003)

T. M. Fortier, D. J. Jones, S. T. Cundiff: Opt. Lett. 28, 2198 (2003)

L. Matos, O. Kuzucu, T. R. Schibli, J. Kim, E. P. Ippen, D. Kleppner, F. X. Kértner: Opt.
Lett. 29, 1683 (2004)

T. Fuji, J. Rauschenberger, A. Apolonski, V. S. Yakovlev, G. Tempea, F. Krausz,
T. Udem, C. Gohle, T. W. Hénsch, W. Lehnert M. Scherer: Opt. Lett. 30, 332
(2005)

T. Fuji, J. Rauschenberger, C. Gohle, A. Apolonski, T. Udem, V. S. Yakovlev,
G. Tempea, T. W. Héinsch, F. Krausz: New J. Phys. 7, 116 (2005)

C. Gohle, J. Rauschenberger, T. Fuji, T. Udem, A. Apolonski, F. Krausz, T. W. Hansch,
Opt. Lett. 30, 2487 (2005)



88

40

41.
42.

43.
44.
45.
46.
47.
48.
49.

50.

56.
57.

58.
59.
. M. Lewenstein, P. Balcou, M. Yu. Ivanov, A. L’Huillier, P. B. Corkum: Phys. Rev. A 49,
61.
62.
63.
64.
65.
66.

67.

68.
69.

70.
71.

S.T. Cundiff et al.

A. Baltuska, M. Uiberacker, E. Gouliemakis, R. Kienberger, V. S. Yakovlev, T. Uddem,
T. W. Hénsch, F. Krausz: IEEE J. Sel. Top. Quantum Electron. 9, 972 (2003)

T. Fuji, A. Apolonski, F. Krausz: Opt. Lett. 29, 632 (2004)

M. Zimmermann, C. Gohle, R. Holzwarth, T. Udem T. W. Hénsch: Opt. Lett. 29, 310
(2004)

A. Baltuska, T. Fuji, T. Kobayashi: Phys. Rev. Lett. 88, 133901 (2002)

S. Adachi, P. Kumbhakar, T. Kobayashi: Opt. Lett. 29, 1150 (2004)

R.J. Jones, J. Ye: Opt. Lett. 27, 1848 (2002)

R.J. Jones, J. Ye: Opt. Lett. 28, 2812 (2004)

R. J. Jones, K. D. Moll, M. J. Thorpe, J. Ye: Phys. Rev. Lett. 94, 193201 (2005)

C. Gohle, T. Udem, M. Herrmann, J. Rauschenberger, R. Holzwarth, H. A. Schuessler,
F. Krausz, T. W. Hénsch: Nature 436, 234 (2005)

M. Mehendale, S. A. Mitchell, J. L. Likforman, D. M. Vielleneuve, P. B. Corkum: Opt.
Lett. 25, 1672 (2000)

M. Kakehata, H. Takada, Y. Kobabyashi, K. Torizuka, Y. Fujihara, T. Homma,
H. Takahashi: Opt. Lett. 26, 1436 (2001)

. 1. P. Christov: Opt. Lett. 24, 1425 (1999)

. P. Dietrich, F. Krausz, P. B. Corkum: Opt. Lett. 25, 16 (2000)

. P. B. Corkum: Phys. Rev. Lett. 71, 1994 (1993)

. G. G. Paulus, F. Grasbon, H. Walther, P. Villoresi, M. Nisoli, S. Stagira, E. Priori, S. De

Silvestri: Nature 414, 182 (2001)

. A.Poppe, A. Fiirbach, Ch. Spielmann, F. Krausz: in Trends in Optics and Photonics, OSA

Proceedings Series Volume 28, Optical Society of America, Washington D. C. pp. 31-35
(1999)

C. Lemell, X. -M. Tong, F. Krausz, J. Burgdorferl: Phys. Rev. Lett. 90, 076403 (2003)
A. Apolonski, P. Dombi, G. G. Paulus, M. Kakehata, R. Holzwarth, T. Udem,
C. Lemell, K. Torizuka, J. Burgdorfer, T. W. Hénsch, F. Krausz: Phys. Rev. Lett. 92,
073902 (2004)

A. L’Huillier, P. Balcou: Phys. Rev. Lett. 70, 774 (1993)

J.J. Macklin, J. D. Kmetec, C. L. Gordon III: Phys. Rev. Lett. 70, 766 (1993)

2117 (1994)

P. Antoine, A. L’Huillier, M. Lewenstein: Phys. Rev. Lett. 77, 1234 (1996)

P. M. Paul, E. S. Toma, P. Berger, G. Mullot, F. Auge, Ph. Balcou, H. G. Muller, and
P. Agostini: Science 292, 1689 (2001); N. A. Papadogiannis, B. Witzel , C. Kalpouzos,
D. Charalambidis: Phys. Rev. Lett. 83, 4289 (1999)

Ch. Spielmann, N. H. Burnett, S. Sartania, R. Koppitsch, M. Schniirer, C. Kan,
M. Lenzner, P. Wobrauschek, F. Krausz: Science 278, 661 (1997)

Z. Chang, A. Rundquist, H. Wang, M. Murnane, H. C. Kapteyn: Phys. Rev. Lett. 79,
2967 (1997)

M. Drescher, M. Hentschel, R. Kienberger, G. Tempea, Ch. Spielmann, G. A. Reider,
P. B. Corkum, F. Krausz: Science 291, 1923 (2001)

M. Hentschel, R. Kienberger, Ch. Spielmann, G. A. Reider, N. Milosevic, T. Brabec,
P. Corkum, U. Heinzmann, M. Drescher, F. Krausz: Nature 414, 509 (2001)

E. Gooulielmakis, M. Uiberacker, R. Kienberger, A. Baltuska, V. S. Yakovlev,
A. Scrinzi, T. Westerwalbesloh, U. Kleineberg, U. Heinzmann, M. Drescher, F. Krausz:
Sceince 305, 1267 (2004)

F. Lindener, G. G. Paulus, H. Walther, A. Baltuska, E. Gouliemakis, M. Lezius,
F. Krausz: Phys. Rev. Lett. 92, 113001 (2004)

K. M. Evenson, J. S. Wells, F. R. Petersen, B. L. Danielson, G. W. Day: Appl. Phys. Lett.
22,192 (1973)

H. Schnatz, B. Lipphardt, J. Helmcke, F. Riehle, G. Zinner: Phys. Rev. Lett. 76, 18 (1996)
J. N. Eckstein, A. I. Ferguson, T. W. Hinsch: Phys. Rev. Lett. 40, 847 (1978)



Carrier-Envelope Phase of Ultrashort Pulses 89

72.
73.
74.
75.

76.
77.

S. A. Diddams, D. J. Jones, J. Ye, S. T. Cundiff, J. L. Hall, J. K. Ranka, R. S. Windeler,
R. Holzwarth, T. Udem, T. W. Hénsch: Phys. Rev. Lett. 84, 5102 (2000)

R. Holzwarth, T. Udem, T. W. Hénsch, J. C. Knight, W. J. Wadsworth, P. S. J. Russell:
Phys. Rev. Lett. 85, 2264 (2000)

S. T. Cundiff, J. Ye, J. L. Hall: Rev. Sci. Instrum. 72, 3746 (2001)

S. A. Diddams, T. Udem, J. C. Bergquist, E. A. Curtis, R. E. Drullinger, L. Hollberg,
W. M. Itano, W. D. Lee, C. W. Oates, K. R. Vogel, D. J. Wineland: Science 293, 825
(2001)

J. Ye, L. S. Ma, J. L. Hall: Phys. Rev. Lett. 87, art. 270801 (2001)

J. Ye, S. T. Cundiff, eds. : Femtosecond Optical Frequency Comb Technology (Springer,
New York, 2004)






Free-Electron Lasers — High-Intensity
X-Ray Sources

J. Feldhaus and B. Sonntag

1 Introduction

Extending the range of lasers into the X-ray regime will open up many new and
exciting areas of basic and applied X-ray research [1,2,3,4,5,6]. Free-electron
lasers (FEL) based on the self-amplified spontaneous emission (SASE) are
expected to generate laser-like X-ray radiation within the next years
[6,7,8,9,10]. The principle of operation of a SASE FEL is schematically depicted
in Fig. 1. Electron bunches with extremely high charge density, small energy
spread and low emittance pass at GeV energies through the periodic magnetic
field of a long undulator. The spontancous emission of the transversely accel-
erated electrons builds up an intense electromagnetic wave, which acts back on
the electron bunches leading to a longitudinal density modulation. This micro-
bunching causes the electrons to emit coherently giving rise to an exponential
growth of the power of the radiation. Optical elements, hard to manufacture for
the X-ray regime, are not required since saturation can be reached in a single
pass.

2 The Motion of a Relativistic Electron Through an Undulator
Under the Influence of an Electromagnetic Wave

An electron moving with relativistic velocity V', along the axis (z) of an
undulator is forced to oscillate in the transverse direction (x). Energy can be
transferred from the electron_) to a superimposed radiation field if the time
average of the scalar product E - V' is positive along the undulator as depicted
in Fig. 2. This occurs close to the undulator resonance where the electron falls
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Fig. 1 Sketch of the photon
self-amplification of electron beam
spontaneous emission beam w—
(SASE) in an undulator. In

the lower part of the %

figure the longitudinal undulator beam
density modulation dump

(microbunching) of the
electron bunch is shown

log (radiation power (e
together with the resulting 9l power) «(((c®
exponential growth of the
radiation power along the (e
undulator

distance

back by one wavelength A during one undulator period A, (see e.g. [10]). Let us
assume an undulator field

B = (0, Bysinkyz,0), (1)
with k, = 2n/)\,, and an electromagnetic wave
—
E = (Eycos(kz — wt),0,0), ()
a) | N | /By\
cEC S ©) ® o}
Ve
EX
EM Field
Lv"v_z electron orbit
e
b)
E, Ve
LA__A_ electron orbit
EM Field z
c)
Ve
E

X electron orbit
EM Field z

Fig. 2 The electron orbit in a periodic undulator field (undulator period A,). An electron and
the field of an electromagnetic wave (wavelength L) are shown at (a) z = 0, (b) z = A,/2, and
(z =12
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with wavenumber k = 2x/A. The motion of the relativistic electron obeys the
following equations:

_
d(v5) e =, = 3
o= (E+cf xB), 3
d~y e ——
T __ " 3F 4
dr me AE, @
N —
with v = nf;z and g = V—ce E. is the electron energy. In a normal undulator and
in the low gain regime of a FEL ‘f‘ << c‘ﬁ x B , We can approximate
Eq. (3) by
dﬁ e 2 R )
- = X
de mc '
yielding
B
By = 22020 o8 k2. (6)
2nymce
Inserting Eq. (6) into Eq. (4) results in
d EoK
d—? S ;ILC {cos[(ky + k)z — wi] + cos|(ky — k)z + wil}, 7
with the undulator parameter
€7qu()
K= . 8
2nmce ®

Optimum energy transfer from the electron to the electromagnetic wave is
obtained for

(ky +k)z —wt = 0. )
For a highly relativistic electron Eq. (9) is equivalent to the synchronisation
condition
A K?
A= (14— 1
(%) ®

that also can be derived directly from Fig. 2. Note that in this case the second
term in Eq. (7) oscillates rapidly along the undulator and averages out.
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3 Microbunching

Comparing Eq. (7) and Eq. (4) we find that the interaction of the electron with
the magnetic field of the undulator and the electromagnetic field is equivalent to
an interaction with an effective axial electric field:

eByEgh
EST = ﬁcos[(ku + k)z — wi]. (11)
The corresponding “ponderomotive potential”

v o €2B0E07uu
Pond = A rmeyB- (ky + k)

sin[(ky + k)z — wi] (12)

is propagating like a wave along the undulator axis. The synchronisation
condition given in Eq. (10) states the requirement that for optimal energy
exchange the axial velocity of the electron is equal to the phase velocity of the
ponderomotive potential. The longitudinal motion of the electron in the pon-
deromotive potential can be described by a pendulum equation

2 2
d7<13:72e B()E()7 (13)
dz2 (mey)?
with ® the phase of the electron relative to the ponderomotive potential and ~y
given by the synchronisation condition, Eq. (10). Figure 3 shows the result of a
numerical solution of the pendulum equation for an extended electron
bunch [11]. The electrons are initially spread uniformly over —n < ® < 7 (left
part of Fig. 3). This distribution is deformed along the undulator until most
electrons are nearly vertically placed at saturation. A simulation of the real-
space development of microbunching of the electron beam along the undulator
is shown in Fig. 4 [3,4].

02 — 02 — 2 —

a 00 00k 1 ok R
—01} {-01} R l\ 1
_O'Z—n —1;/2 (I) n}2 n_o'z—n —nI/2 (I) nI/2 n _2—1[ —1;/2 (I) n;Z n

) ) 0}

Fig. 3 Longitudinal phase space distribution of the electrons at (left to right) the entrance, in
the middle, and close to the end (near saturation) of the undulator
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0.2

y (mm)

Fig. 4 Example of the development of microbunching of the electron beam along the undu-
lator. The electron density is represented by the density of the dots (left: at the undulator
entrance, middle: in the middle of the exponential growth regime, right: at the undulator exit,
i.e. for saturation)

The electrons concentrated within a microbunch emit coherently. Since the
power of the emitted radiation is proportional to the square of the number of
electrons within a microbunch, the microbunching is driving the exponential
growth of the radiation power shown in Fig. 1.

Beyond saturation the microbunching is destroyed and the radiation power
drops. In the one-dimensional description assumed so far, the exponential
growth of the radiation intensity is given by

I(z) = 1(0)e”/ e, (14)
with the gain length
Ay
L, = 15
¢ 4n\/§p (13

and the FEL parameter

2 2 2 2 2 13
p = i ')/7\4 K JO K —Jl L . (16)
Iz 167207 (1+K72)2 4+2K? 4 +2K?

I is the peak current of the electron bunch, Io = 17.045 A is the Alfvén
current, Jy ; are Bessel functions, and o, is the transverse root-mean-square
size of the electron bunch. The one-dimensional linear description of the FEL
process is based on the assumption that the amplitude of the electromagnetic
wave changes slowly on the scale of the undulator period, i.e.L, >> A, which
requires

p <<l (17)
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Saturation is reached at the saturation length
Lot =4nL,. (18)

The fraction of the electron beam power Py converted into radiation at
saturation, Pg,, is approximately given by the FEL parameter p:

Psat:pPB' (19)

For high gain the one-dimensional theory requires for the relative energy
spread
A
27 ), (20)
Y
The finite energy spread, angular divergence, and transverse size of the
electron beam, the diffraction of the electromagnetic wave, and space charge
effects cause an increase of the gain length. This increase can be kept small if the
emittance of the electron beam is smaller than that of the electromagnetic wave:

A
— 21
e< - (21)

This ensures optimum overlap of electron and photon beam along the undu-
lator, provided that the electron beam is perfectly aligned on the undulator axis.

4 Start-Up from the Spontaneous Emission

At present there are no X-ray sources capable of providing a monochromatic
coherent photon beam of sufficient intensity and spatial and temporal para-
meters well matched to those of the electron beam to be used as an input seed
radiation. Therefore X-ray FELs are based on the amplification of the noisy
spontaneous emission generated at the entrance of the undulator. In this case a
large number of transverse radiation modes are excited in the entrance section
of the undulator. The modes experience very different amplifications along the
undulator, and if saturation is reached at the end of the undulator only a limited
number of modes are expected to survive, leading to a high degree of transverse
(or spatial) coherence. In the linear gain regime, i.e. before saturation is
reached, the statistical nature of the photon beam manifests itself in very
spiky spectra in the frequency and the time domain [9]. For an electron bunch
of sufficient duration 7, with pw T >>1, i.e. the electron bunch is much longer
than the slippage of the radiation with respect to the electrons, the spectral
width of the radiation, Aw, close to saturation is approximately

Aw =~ pw. (22)
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The characteristic width of the spikes, Awgpike, is given by

1
Aw spike = T (23)
From Egs. (22), (23) the number of spikes can be estimated
Nspike ~ PWT- (24)

The radiation consists of a superposition of wave trains, or modes, of
coherence length

o ~ Tec, (25)
with the coherence time
1
Te = —, (26)
pw

Which are randomly distributed over the length of the electron bunch. Based
on the assumption that the amplified spontaneous emission is completely ran-
dom, the probability P of the radiation energy per pulse, W, can be approxi-
mated by the gamma distribution [9]

MMWM_I w

The parameter M can be interpreted as the number of modes contributing to
the radiation. Figure 5 shows the probability distribution of the pulse energy
measured at a wavelength of 109 nm during the first tests of the SASE FEL at
the TESLA Test Facility at DESY, Hamburg [12]. The experimental result can

15 Y B
XK A=109 nm

~ | =

= M=14.4

v 6=26%

S 10} .

k-

Z

%

.g 0.5 i
Fig. 5 Probability a
distribution of the radiation
pulse energy E at 109 nm

wavelength measured in the 0.0
linear gain regime of the 0.0 0.5 1.0 1.5 2.0 25
SASE FEL at DESY [12] W/<W>
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Table 1 Parameters of the VUV FEL FLASH at DESY

Test facility User facility
Parameter Unit (2000-2002) (expected)
Electron beam
Beam energy MeV 182-272 ~300-1000
Energy spread (RMS) MeV 0.3+£0.2 1
Bunch length (FWHM) pm ~300 <120
Bunch diameter (FWHM) pm 240+ 70 160
Normalised emittance mm mrad (6£3)n 2n
Electron bunch charge nC 1 1
Peak electron current A 400 £ 200 2500
Number of bunches per train 1-1800 1-7200
Bunch separation ns 444 or 1000 1000 (>111)
Repetition rate of pulse trains Hz 1 up to 10
Undulator
Undulator period A, mm 27.3 27.3
Peak magnetic field B, T 0.46 0.46
Undulator gap mm 12 12
Effective undulator length m 13.5 27
Photon beam
Wavelength A nm 180-80 6.4°
Spectral bandwidth % 0.6* 0.36°
Beam size at undulator exit (FWHM) pm ~250% 190°
Beam divergence (FWHM) prad ~300* 24°
Pulse duration (FWHM) fs ~1000* 200°
Peak power GW ~0.05% 2.8°
Pulse energy mJ ~0.05* 0.56°
Number of photons per pulse ~2x1013 2x10"3°

4 Experimental values for wavelengths close to 100 nm.
® Design values for 1 GeV electron beam energy.

be well approximated by a gamma distribution with M = 14.4. The parameters
of the FEL are given in Table 1.

The stochastic nature of the SASE process is also reflected in the spectral
distribution. The Fourier transform of the random intensity distribution along
the radiation pulse results in narrow spikes in the spectral domain whose widths
Aw are given by the pulse duration Aw ~ 27/7,q9. The upper panel of Fig. 6
shows the spectral distribution of a single radiation pulse measured at max-
imum electron bunch compression, corresponding to an average number of
M =2.6 modes. The pulse duration 7,4 =~ 50 fs derived from the spectral line
width is consistent with that estimated from the statistical intensity fluctuations
and the measured gain length [13]. The lower panel of Fig. 6 shows the spectral
distribution of a single radiation pulse for a somewhat weaker electron bunch
compression. The pulse duration is now 7,4 =~ 100 fs which is reflected in the
narrower line widths and the larger number of modes, M =6. The average
spectral envelope Aw,ye i1s not much changed since it is determined by the
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Fig. 6 Spectra of single FEL pulses. The CCD image of the horizontally dispersed FEL
radiation is shown in a false colour code on the left. The spectral profiles scanned along the
horizontal centre line of the CCD image are shown on the right. The upper spectrum is that of a
short pulse (~50 fs) with an average of M = 2.6 modes, the lower spectrum belongs to a longer
pulse (~100 fs) with M =6 [13]

coherence length. However, the measured value of Aw,., is approximately twice
as large as that estimated from the gain length, and the profile is also distinctly
asymmetric for the shortest pulses. More recent FEL simulations are in full
agreement with these results [14]. They use a more realistic electron distribution
based on the so-called start-to-end simulations of the electron bunch from the
electron gun to the entrance of the undulator, revealing strong space charge
effects which result in a large correlated energy spread.

A realistic, quantitative description of a SASE FEL is only possible by means
of three-dimensional time-dependent numerical simulation codes. Several such
codes have been developed over the last years (see e.g. [9,11]). They allow one to
study the influence of all relevant electron beam parameters such as charge
density, emittance, energy spread, the axial and transverse profiles of the
electron bunch, and the finite pulse duration and may even include the interac-
tion with the walls of the vacuum chamber and undulator field errors and
misalignment. These codes have provided the basis for stringent tests of existing
FELs and for optimising the parameters of future facilities.

5 Soft X-Ray SASE FEL Facilities

Proof-of-principle experiments on a short-wavelength SASE FEL were success-
fully performed at the TESLA Test Facility (TTF) at DESY [12,13,15]. Satu-
rated SASE operation was achieved in the vacuum ultraviolet at wavelengths
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Fig. 7 Schematic layout of the FLASH facility at DESY. The electron beam energies indi-
cated in the hottom line have been used during the commissioning of the facility at ~30 nm
wavelength

between 80 and 120 nm. The GW radiation pulses were used for first exploratory
experiments on clusters [16] and solids [17] demonstrating the unique properties
of this new radiation source. Subsequently this FEL has been completely rebuilt
and converted into the first FEL user facility for VUV and soft X-ray radiation,
now called FLASH (Free electron LASer in Hamburg). The schematic layout of
FLASH is shown in Fig. 7.

A low-emittance electron beam is generated in a laser-driven radiofrequency
(RF) electron gun. Subsequently the electrons are accelerated in superconduct-
ing cavities operated at 1.3 GHz. In order to achieve high peak current the
electron bunches are longitudinally compressed in bunch compressors. At
FLASH this is done in two steps in order to preserve the high electron beam
quality. The undulator, providing the periodic magnetic field for the generation
of the FEL photon beam, is a planar permanent magnet structure with a fixed
gap. Quadrupoles are mounted between the 4.5m long undulator modules in
order to keep the electron beam diameter small over the whole length of the
undulator. Various devices for the diagnosis of the electron and photon beam
are installed along the FEL and behind the undulator exit [18,19].

The superconducting cavities of the accelerator imply a special timing of the
electron beam and thus of the FEL pulses; 1.3 GHz radiofrequency (RF) power
from 5 and 10 MW clystrons fills the cavities with a strong electromagnetic field
for up to ~1ms at a typical repetition rate of 1, 5, or 10 Hz. Electron bunches
can be accelerated only during these high-field periods. In principle the electron
bunch structure can be rather flexible within a RF burst, up to a certain
maximum total charge determined by the cryogenic power available for cooling
the cavities to a temperature of 2 K. The FEL pulse structure of the VUV FEL
FLASH at DESY at maximum current is displayed in Fig. 8.

The commissioning of the VUV-FEL has started in September 2004 at an
electron beam energy of ~450MeV. First lasing at 32nm wavelength was
observed in January 2005 with pulse energies around 10 pJ and pulse durations

up to 7200 electron
bunches of 1 nC
Fig. 8 The pulse structure of
FLASH running at !”””l” L”l””” Jl””””
maximum current 800 s 800 ps t
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of ~25fs [20]. This is the shortest wavelength that has so far been reached by a
SASE FEL. The FEL beam has been transported to the new experimental hall
where it can be switched between five experimental stations. High-quality X-ray
optics is used to guide the radiation beam to the experiment and focus it on the
sample. The layout of the experimental area is shown in Fig. 9. Since August
2005 approximately 50% of the time has been scheduled for scientific experi-
ments, the remaining time is mainly used for improving the performance of the
facility towards routine operation in an extended wavelength range.

It will be possible to tune the photon energy of the FLASH FEL radiation
from approximately 20 to 200 eV. Figure 10 compares the peak brilliance of the
VUV FEL FLASH at DESY with that of the X-ray FELs proposed at DESY
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Fig. 9 The layout of the FLASH experimental hall at DESY



102 J. Feldhaus, B. Sonntag

Fig' 10 Pea’k brilliance Of 1035 LB RLLL LR RLLL LELERLLL LB R ALLL LR RLLL LR Ll
proposed X-ray FELs and N N h K !
present undulator sources

European
33 XFEL
107 / -
FLASH
= tmy As -
kil
10" | g

= FLASH -

1 029 — FLASH (3rd) -1
- FLASH (5th) —

’ // .

107 = PETRA NI -1
SPring-8

ESRF

Peak brilliance [Photons/(s mrad” mm’ 0.1% BW)]
)
T

PERTTTT EERTTTT MR RTTTT BRI | T

10" 10®° 10° 10* 10° 10°

Energy [eV]

[3,4] and Stanford (LCLS) [21], the spontaneous radiation emitted by these FEL
undulators, and the undulator radiation of present third generation synchro-
tron radiation sources. The parameters of the electron beam, the undulator, and
the photon beam are summarised in Table 1.

6 Hard X-Ray SASE Free-Electron Lasers

Free-electron lasers based on SASE are excellent candidates for extremely
bright sources emitting femtosecond pulses of coherent hard X-ray radiation.
The main components, such as the laser-driven RF electron gun, the super-
conducting linear accelerator, the bunch compressors, and the undulators will
be very similar to those discussed for the soft X-ray FELs. To reach photon
energies of 10 keV the electron energies have to be raised up to ~20 GeV and the
length of the undulators increased to the order of 100 m.

There is growing excitement worldwide for the development of such unique
X-ray sources. Several X-ray FELs have been proposed in Asia, Europe, and
the United States. The best source for the current status of FEL projects is
http://sbfel3.ucsb.edu/www/vl_fel.html. The first FEL for hard X-rays with
wavelengths down to 1.5 A will be the Linac Coherent Light Source (LCLS)
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which is under construction at Stanford. It will use part of the existing LINAC
at the Stanford Linear Accelerator Center [21]. The European XFEL in Ham-
burg will employ a superconducting linear accelerator, the construction of
which is expected to start in 2008 [22]. This facility is designed as a multi-user
facility with initially three different SASE FELs between which the electron
beam can be switched. The photon energy of each FEL can be tuned by varying
the undulator gap. The XFEL design parameters are collected in Table 2. The
peak brilliance of LCLS and XFEL are included in Fig. 10. The commissioning
of the two facilities is scheduled for 2009 and 2014, respectively.

A fundamental limit for the shortest obtainable wavelength is imposed by the
growth of the uncorrelated energy spread of the electron beam due to the
quantum fluctuation of the undulator radiation. The minimum wavelength is
approximately

4ne,[mm mrad]

TKA] Ly [m] (28)

7\'min ~

where €, is the electron beam emittance normalised to the electron energy, I the
peak current, and L, the undulator length [9].

Table 2 Design parameters of the European X-FEL

Performance goals for the electron beam

Beam energy range 1020 GeV
Emittance (norm.) 1.4 mrad mm
Bunch charge InC

Bunch length (1o) 80 fs

Energy spread (uncorrelated) <2.5MeV rms
Main Linac

Acc. gradient @ 20 GeV 23MV/m
Linac length Approx. 1.5km
Beam current (max) SmA

Beam pulse length 0.65ms

# Bunches p. pulse (max) 3250

Bunch spacing (min) 200 ns
Repetition rate 10Hz

Avg. beam power (max) 650 kW
Performance goals for SASE FEL radiation

Photon energy 15-0.2keV
Wavelength 0.08-6.4 nm
Peak power 10-20 GW
Average power 40-80 W
Number photon per pulse 0.5-4 x 102

Peak brilliance
Average brilliance

2.5-0.08 x 1033
1-0.03 x 10%*

* In units of photons/(s mrad> mm? 0.1% bw)



104 J. Feldhaus, B. Sonntag
7 Seeding with Coherent Radiation

Since the process of amplification in a SASE FEL starts from noise the output
radiation consists of a number of independent wave packets. Consequently the
temporal structure and the spectral distribution of the radiation display a large
number of uncorrelated sharp spikes (see Egs. (22), (23), (24), (25), (26)) [23.,9].

Figure 11 shows the spectrum calculated for 6.4 nm wavelength radiation
from FLASH at DESY. For many scientific applications the removal of this
random spiking is essential. It would be much more elegant if the FEL process
could be controlled in such a way that Fourier-limited radiation pulses with
adjustable duration could be produced. This is possible if the FEL is used not in
the SASE mode (where it amplifies the shot noise in the electron beam), but
rather as an amplifier seeded by coherent radiation. Since seed pulses of
sufficiently intense, coherent radiation are presently not available at very
short wavelengths, two different routes to achieve coherent seeding have been
investigated.

One is to produce the coherent seed radiation in a SASE FEL tuned to the
same wavelength [24]. This concept, also called self-seeding, has the advantage
that it is independent of any external radiation source (which must be very
stable, continuously tunable, operate at short wavelengths, and must be pre-
cisely matched to the electron beam in space and time, synchronised to <100 fs).
The schematic layout of a self-seeded FEL for the soft X-ray region is shown in
Fig. 12.

The first undulator, a short SASE FEL operating in the linear gain regime,
produces radiation pulses with the characteristic features of SASE (Fig. 11) ata
power level approximately three orders of magnitude below saturation in order
not to spoil the electron beam quality. The electron beam is then sent through a
magnetic chicane which is designed such that it destroys the density modulation
introduced in the first undulator and delays the electron beam by the same
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Fig. 12 Principle layout of a two-stage FEL providing full temporal and spatial coherence of
the output radiation

amount as the radiation pulse. The radiation pulse is spectrally filtered by a
narrow-band grating monochromator which stretches the pulse and provides a
coherence length longer than the electron bunch length. This radiation is the
seed for the second undulator which amplifies it to saturation.

The output radiation exhibits a narrow spectral line with only a small back-
ground of spontaneous radiation. The pulse energy is the same as that of a FEL
operating in SASE mode, thus the spectral brightness has increased by almost
two orders of magnitude. Due to the saturation in the FEL amplifier, the
intensity of the single-line output radiation is rather insensitive to the fluctuat-
ing input seed intensity. The hardware components for a self-seeding mode of
FLASH at DESY, covering a range of 6-60 nm wavelength, are currently under
construction and will be installed and tested in the near future.

The other possible route to a temporally coherent X-ray FEL is to use an
optical seed laser (or a higher harmonic generated in a nonlinear crystal or a gas)
for the first stage of an FEL cascade making use of high-gain harmonic genera-
tion (HGHG). The schematic layout of a HGHG FEL is shown in Fig. 13. The
first, short undulator, called the modulator, is tuned to the frequency of the
coherent seed laser whose interaction with the electron beam introduces a small
longitudinal energy modulation. The magnetic dispersion section converts this
energy modulation into a density modulation. The second undulator, called the
radiator, is tuned to the nth harmonic of the seed frequency. When the modu-
lated electron beam passes the radiator, the radiation produced by the nth
harmonic component is amplified to saturation. This concept was demonstrated
in the mid-infrared by seeding with a CO, laser and generating the second
harmonic in the radiator [25]. Later this scheme was employed to generate

Dispersion
Seed laser HGHG outpul

Fig. 13 Principle layout of
the high-gain harmonic gen-
eration (HGHG) scheme e
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intense, coherent ultraviolet radiation at 266 nm wavelength as the third harmo-
nic of 800 nm using a Ti:sapphire seed laser [26]. The radiation pulse energy at
saturation was typically 100 pJ with a pulse duration of ~0.6 ps. The third
harmonic of the output radiation at 88 nm wavelength, still at the 1 pJ level,
was successfully used for first experiments probing the superexcited-state
dynamics of methyl fluoride [27].

HGHG can be used to generate radiation pulses with <20 fs duration, and in
principle the HGHG FEL can be cascaded to reach still shorter wavelengths. This
concept is currently being discussed for the next generation of VUV and X-ray
sources (see e.g. [28]). However, simulations and theoretical investigations have
shown that the beam quality will eventually be degraded by noise which is also
amplified [28,29]. At the present time it is not clear where the physical and
technical limits are, therefore intensive research and development is ongoing.

8 Outlook

Recent advances in linear accelerators, new developments in laser-driven low-
emittance electron guns, and the feasibility of ultra-precise long undulators open
up the exciting possibility of building single-pass free-clectron lasers based on
self-amplified spontaneous emission. These FELs promise to provide extremely
intense, polarised, ultra-short pulse radiation in the soft and hard X-ray regimes.
Their high peak and average brilliance, the tunability of the photon energy, and
the coherence of the radiation will make the FELs into unique sources for many
areas of research. The discussions on the research with X-ray FELs have just
started and we are sure there is exciting science waiting for us.

Acknowledgments The authors are indebted to many colleagues for stimulating discussions.
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Numerical Methods in Strong Field Physics

Kenneth J. Schafer

1 Introduction

The numerical solution of the time-dependent Schrodinger equation (TDSE)
for an atom or molecule in an intense, pulsed laser field is one of the most
important theoretical tools available for the study of strong field phenomena.
The reason for this is that in the regime where strong field effects occur the
laser—electron interaction which tends to ionize the system is comparable in
strength to the intra-atomic forces which bind the it. The presence of two
equally strong, competing pieces in the Hamiltonian leads to an array of
unexpected effects which are the subject of this book. It also necessitates a
non-perturbative approach for its accurate description, and grid-based solu-
tions of the TDSE allow us to treat the interactions on an equal footing, without
making assumptions about the relative importance of the forces. They also have
the flexibility to treat a wide range of physical systems and laser parameters,
meaning that they can address a broad range of experimental data.

In this chapter we review some of the numerical methods available for solving
the strong field TDSE on a space—time grid [1,2,3,4]. Our treatment is not
comprehensive. We focus instead on introducing the main concepts that motivate
the numerical methods that are most widely used; we give a brief introduction to
these methods; and we illustrate some of the numerical tools that are available for
extracting information from the time-dependent wave function for comparison
with experiment. Throughout we wish to emphasize the relationship between the
physics of strong field processes and the numerical methods used to describe
them, how that physics determines which numerical methods will be most fruit-
ful, and how the numerical methods can in turn be used to elucidate the physics
of strong field processes in greater detail and even discover new phenomena.

The “three-step” model of strong field processes [5,6], though an oversim-
plification, nicely serves to illustrate the problem we wish to treat and the
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numerical challenges we face. For now and in much of what follows, we assume
that there is but a single electron in the system which strongly interacts with the
laser. This electron is initially in a spatially localized bound state when it
encounters a laser field of sufficient strength to cause some significant ioniza-
tion. As the amplitude of the laser field rises and falls periodically, part of the
bound state wave function evolves into a continuum wave packet, initially with
very little energy. These wave packets can continue to interact with the ion core
but they can also gain energy from the laser field. Part of each wave packet will
move away from the ion core never to return. Another part will be driven back
toward the ion core, returning after about one optical cycle. When it reaches the
vicinity of the core several things can happen. The wave packet may scatter off
the core, changing direction and possibly gaining additional energy from the
laser field in the process. The wave packet can also coherently overlap with the
remaining bound state amplitude, which leads to a time-dependent dipole
moment and stimulated photon emission. The returning electron can also
interact with another bound electron, leading to multiple ionization.

Even in this highly simplified picture, one that ignores, for example, resonant
excitation pathways or complicated driving fields, one can appreciate the numer-
ical challenges involved in solving the strong field TDSE. The methods used must
be able to accurately represent a solution which is, at any given time, a super-
position of bound motion, oscillating wave packets near the ion core, and purely
outgoing ionizing wave packets. In addition to this, we are most often interested
in calculating the dependence of various observables on the laser intensity, and
the level of effort required to integrate the TDSE rises rapidly with increasing
intensity or wavelength. For these reasons, the numerical methods employed in
strong field physics, and the ones we will concentrate on, tend to be very simple
and robust. The wave functions and the operators that make up the Hamiltonian
are described by their finite difference representations, and the propagators that
evolve the wave function in time are unitary approximations to the full propa-
gator that are second-order accurate in the time step &z. It cannot be over-
emphasized that all of the elements of the calculation, from the choice of
potential and electromagnetic gauge, to the representation of the operators and
the propagator, must work together to produce the most efficient algorithm.

The numerical methods commonly used in strong field physics have been
developed primarily to treat interactions of rare gas atoms with near-infrared
radiation at a wavelength of about 800 nm, corresponding to the Ti:sapphire
lasers currently found in most laboratories. Through relentless development
these lasers have been pushed to their performance limits: they can produce
amplified pulses with peak intensities above 10'> W/cm? and pulse durations
barely longer than an optical cycle, which is about 2.5 s [7]. The last few years,
however, have seen a proliferation of new sources with the potential for driving
strong field processes. These include mid-infrared lasers with wavelengths
between 2 and 4 pm, which will also operate in the high-intensity, few cycle
regime [8], and attosecond sources, available as both single attosecond pulses [9]
or a train of sub-femtosecond pulses [10], in the XUV regime. XUV or soft X-ray



Numerical Methods in Strong Field Physics 113

free-electron lasers are also developing toward shorter pulse durations and higher
peak intensities [11]. Looking further ahead, facilities such as the Linear Coherent
Light Source at Stanford, scheduled to open at the end of the decade, promise to
eventually deliver intense coherent X-ray pulses with a duration of a few femto-
seconds. All of these sources will require that the numerical methods that are so
well adapted for IR lasers be greatly extended and improved.

2 Single Active Electron Approximation

We begin with the TDSE for a one-electron atom in strong laser field. We use
atomic units, ¢ = 1 = m, = 1. For wavelengths much larger than the atomic
length scale and non-perturbative intensities we can use the classical electron—
field interaction in the dipole approximation. In the length gauge this is

i%w(r,t) = *%v2+ V(V)Jr(flr)f(t) ZZ)(V,I), (1)

where V(r) is the binding potential, £(7) is the time-dependent laser field, and fi
is the polarization which is constant for linear polarization and varies with time
for elliptic or circular polarization. Eq. (1) is essentially exact for one-electron
atoms. Its solution for that case is an important benchmark for both the per-
formance of numerical algorithms and comparisons among different strong
field methods. Experiments on hydrogenic atoms are very difficult to carry out,
however, and so there have been few comparisons of such exact calculations to
experimental data [12,13].

Equation (1) can be used to treat a wide variety of multielectron systems with
a suitable choice of the one-electron potential V(r). This model, known as the
single active electron approximation or SAE [14], assumes that only one elec-
tron at a time interacts strongly with the laser field. For systems such as the
alkali metal atoms or a negative ion, this approximation makes intuitive sense
since the valence electron sits outside a closed shell. The SAE is more widely
applicable than this, however, because it can be applied whenever the prob-
ability of simultaneous, multiple excitations of the system is small. For the rare
gases, where the valence electrons are part of a filled shell, extensive calculations
have found it to be a good approximation when the photon energy is much
smaller than the energy necessary to remove one electron from the system
[1,15,16]. In this case the ionization is dominated by sequential processes in
which one electron is completely removed before another is excited. The con-
tribution of different electrons to observables such as the time-dependent dipole
moment or the photoelectron spectrum can therefore be calculated separately
and added together (either coherently or incoherently as is appropriate). It is
also often the case that the electron orbitals that are aligned along the field (such
as the m =0 orbitals for a laser linearly polarized along the z direction)
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experience a much higher ionization rate than the other electrons, and sufficient
accuracy can be obtained by considering only these orbitals.

The most obvious shortcoming of the SAE is that it ignores the simultancous
interaction of more than one electron with the laser field. For the laser wave-
lengths most often employed in experiments (~ 800 nm) this turns out to be an
excellent approximation except in situations where a doubly excited state is
resonantly coupled by the laser to the ground state. The largest practical short-
coming of the SAE in strong field physics is that it ignores the possibility that
the active electron may interact with other electrons in the system, a non-
resonant process that can lead to non-sequential multiple ionization, a topic
which we will discuss in the section on multiple electron effects.

The great virtue of the SAE is not only the reduction in complexity that it
provides as a one-electron approximation but also the fact that it is a linear
equation which automatically allows for the kind of superposition (bound +
continuum) solutions which are the hallmark of strong field processes. SAE
calculations can also be done exactly to within numerical error. This means that
they can be used as a benchmark in determining the extent of one-electron
versus multielectron effects in an experiment. Since it is often not possible
to calculate non-sequential processes with high accuracy, proof that a non-
sequential process has in fact been observed may come from the departure of
the experimental results from the calculated sequential results [17]. Conversely,
in reference [18] a highly accurate match between SAE theory and experimental
data was used to rule out what were initially assumed to be multiple electron
effects in high-energy photoelectron spectra [19].

2.1 SAE Potentials

The potentials used to model intra-atomic forces in SAE calculations may be
divided into two classes, model potentials and pseudopotentials. Model poten-
tials are used for their simplicity, which allows for fast computation in one
dimension or for a tractable treatment of electron—electron interactions in
multiple dimensions. They can also be used to examine the effect of certain
features of the atomic system, for example, by eliminating excited states from
the calculation. Pseudopotentials are constructed to facilitate detailed compar-
ison to experiment and so strive for as accurate as possible a representation of
the active electron wave function.

2.1.1 Model Potentials

By far the most commonly used model potential in strong field physics is the
one-dimensional “soft Coulomb” potential

V) = s @
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It contains no singularity, which would be difficult to treat numerically in one
dimension, and supports a Rydberg series of states close to threshold [2]. The
form of the potential can be motivated by considering the hydrogenic potential
in cylindrical coordinates V(p,z) = —q/+/p? + 22 and replacing p* with a
constant, «*>. By choosing ¢ and «*> appropriately the ionization potential of
different systems can be reproduced, which allows for a qualitative match to
three-dimensional ionization rates when the ionization is non-resonant. As an
example, if we use ¢=1 and take a® equal to (p?) in the hydrogen ground state
(@* = 2) we obtain the hydrogen ionization potential of Ey = 1/2 au. For this
value of the softening parameter there is also an analytic wave function available
[20] which can be used as an additional check on the accuracy of the one-
dimensional discretization. Of course, matching the ground state energy does
not guarantee that the excited states energies will be correct, and indeed they are
overbound. The first excited state is typically bound by approximately Ej/2.

2.1.2 Pseudopotentials

For three-dimensional SAE calculations we use a one-electron pseudopotential
that has as its ground state the valence state that we are interested in. The
potentials take the form

Vir) =Y Vinloe —1/r, (3)
A

where the short-range potentials 7, can depend on the angular momentum of
the electron. This form of the potential, which is non-local in space, allows for
great flexibility in treating different atomic systems when spherical coordinates
are used.

We have done extensive SAE calculations on both the rare gases and the
alkali metals. For the rare gases the potentials are constructed from the valence
orbitals of the atoms obtained from a Hartree—Slater calculation for the ground
and singly excited states of the atom. The exchange correlation parameter is
adjusted so that the orbital energy agrees with the experimentally determined
value. We also modify the Hartree—Slater equations to incorporate the correct,
long-range Coulomb attraction. The valence orbital, of angular momentum Z, is
then used to construct the /-dependent potential for that value of the angular
momentum [14]. For example, for the xenon 5p orbitals we obtain the ¢ = 1
potential from a ground state calculation and the /= 0 and ¢ = 2 potentials
from 5p°6s and 5p°5d calculations, respectively. For £ > 2 we use the £ = 2
potential. The effective potential used in the TDSE calculations is constructed
by removing the nodes from the valence orbital of interest and then inverting
the single-particle Schrédinger equation for this pseudo-orbital to obtain V,(r).
Further fine adjustments of the individual potential in each ¢ channel allows us
to achieve excellent agreement with experimental excitation energies.
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Fig. 1 Solid line: potassium SAE potential for £ = 0 — 2 after reference [21]. We plot the sum
of the pseudopotential and the centrifugal term. The corresponding potential for hydrogen is
shown as a dashed line

For alkali metal atoms, use semi-empirical pseudopotentials given by Stevens
in [21] to describe the valence electron—ion core interaction. The short-range
potentials include a core potential term which accounts for the shielding
of the nuclear charge by the core electrons, as well as the orthogonality con-
straints imposed by the exclusion principle, and a polarization term which
accounts for the polarization of the ion charge cloud through dipole and
quadrupole potentials proportional to »~* and r~°, respectively. To obtain the
correct energies and transition matrix elements, the short-range terms V. and
Voot are in general dependent on the angular momentum channel. Since the
pseudopotential is /-dependent it is non-local; however, the range over which it
is non-local is restricted to distances close to the ion core. The potential is
effectively local for distances greater than about 5-10 au. As an example, Fig. 1
shows the pseudopotential for potassium in the lowest three angular momen-
tum channels. We plot the sum of the pseudopotential and the centrifugal term
¢(¢+1)/2r%. The corresponding hydrogen potentials are shown for each chan-
nel. For distances greater than about 5 au the two potentials agree, which means
that the short-range potentials have become negligible.

2.1.3 Modifying the Pseudopotentials

The pseudopotentials and model potentials discussed above can often be mod-
ified to either illuminate the physics of some strong field process or reproduce a
known spectroscopic feature which is not already well described by the poten-
tial. The latter example is the well-known Cooper minimum which occurs in all
the alkali metal atoms at an energy below 1 eV. If one calculates the one-photon
matrix element using the Stevens potentials as published, they all exhibit a
Cooper minimum in the s— p channel as they should. The energy of the mini-
mum in the cross-section, however, ranges between 1 and 10eV for the various
atoms. The precise position of the minimum depends sensitively on the details of
the short-range part of the potential. By making small changes to the polariza-
tion term in the Stevens potential, the Copper minima can be well reproduced
without changing the excitation energies by more than a fraction of a percent.
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2.2 Choice of Gauge

The choice of electromagnetic gauge has a large influence on the numerical
effort involved in strong field calculations, through both the number of sphe-
rical harmonics /.« and the time step o6z required for convergence [22]. In the
length gauge the TDSE in the dipole approximation for an electron in a time-
varying field polarized along the z axis is

3¢/

22 = (Ho + E(1)2)un @

where H) is the field—free ion—valence electron Hamiltonian and £(7) is the laser
electric field.

This gauge is preferred near the ion core where the interaction is reasonably
small, even for intense fields. When the electron is ionized, however, it travels
far from the ion core where the interaction grows rapidly. This has two undesir-
able consequences. First, the large interaction requires that a small time step be
used in the time integration. Second, the oscillations in the electron’s motion
induced by the field, which are on the order of the free-electron oscillation
amplitude ~ £/w?, require the use of a very large number of angular momentum
functions.

If we define the vector potential A(¢) and an auxiliary function @(¢) by the
relations

=E(0); - =54), 5)
then for local potentials we can use the gauge transformation

i, 1) = e AOFD Y (1, 1) (6)

to write the TDSE in the velocity gauge as
O, . 0
= Hy—iA4(t) = | ,.
150 = (- 405 ) @

In this gauge the phase factor that describes the free-electron-like oscillations
in the ionized electron’s wave function is mostly removed, which results in a
large reduction in the number of angular momentum channels needed for
convergence. The interaction is also bounded when the electron travels far
from the ion core. This has the practical effect that the size of the angular
momentum basis no longer scales with the box size. Close to the ion core,
however, the interaction A(f)p. can be very large which again makes the
equation hard to integrate. The two interactions are comparable in strength
at a distance from the ion core on the order of the free-electron oscillation
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amplitude. Calculations that employ a small computational box, such as those
used to describe ionization rates or high harmonic generation, can generally be
done in the length gauge. Calculations of photoelectron spectra, which require
large box sizes so that the ionizing wave function can be analyzed at the end of
the laser pulse, may be more efficient in the velocity gauge.

2.3 SAE Calculations

Once we have an SAE potential and have chosen an electromagnetic gauge for
the interaction term, we solve the one-electron TDSE by integrating Eq. (1) for
a particular laser wavelength, peak intensity, and pulse duration [1]. The laser
pulse usually takes the form

E(t) = F(2)&p sin (wt + (1)), (3)

where & is the peak amplitude of the electric field, w is the central frequency of
the laser, and F(7) is an envelope function. The phase ¢(¢) is a constant for
transform-limited pulses and varies in time for chirped pulses. For few cycle
pulses, even a constant value of ¢, known as the carrier envelope offset (CEO)
phase, has important consequences for the ionization dynamics [23]. When
carrying out calculations in the velocity gauge we begin by specifying £(¢),
which can be directly measured in an experiment [24], and calculating A(¢)
from it. The important requirement is that both £ and 4 must be zero at the end
of the calculation. Furthermore, care should be taken in specifying the envelope
function F() so that A(¢) oscillates around an average value of zero during the
pulse. Though this requirement is not strictly speaking necessary, it is very
difficult to integrate the TDSE accurately otherwise.

We start from a well-defined initial state which may be a combination of
eigenstates. It is important that the initial state consist of a superposition of
eigenstates of the discrete field-free Hamiltonian. Use of analytic approxima-
tions introduces spurious couplings between the grid eigenstates. For the time
integration we use a short time approximation to the full (time-ordered) evolu-
tion operator to propagate the wave function from time ¢, to time ¢, = ¢, + ot

| G(taer)) = €70 | (1)), ©)

For a time-dependent Hamiltonian such as we typically encounter in laser—
matter interactions Hj is the Hamiltonian at the intermediate time 7, + ot/2.
Since we have ignored the time-ordering operator that appears in the full
propagator, the short time propagator is itself second-order accurate in time.
This means that there is little advantage in evaluating the short time propagator
to higher order than this, unless it is required for some other reason, such as
maintaining unitarity.
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Knowing the time-dependent wave function we can calculate time-dependent
observables such as the dipole moment (¢ - r) responsible for photoemission
[25,26,27,28,29] and asymptotic quantities such as the probability to find the
electron in an excited state or with a particular outgoing energy (photoelectron
spectrum) [30,31,32,33,28,34], the angular distribution of the emitted electrons
[35], etc. We can also calculate time-dependent quantities which, while not
directly observable, can give us insight into the dynamics. An example is
projecting onto a particular dressed state while the laser is on as a means of
identifying resonant pathways into the continuum [36].

2.4 Discrete Form of the TDSE

In this section we discuss the discrete form of the TDSE in both the length and
velocity gauges. In one dimension computational efficiency is rarely a crucial
issue, and a variety of methods can be employed to obtain numerical wave
functions. As a concrete example, we consider a finite difference representation
of the wave function on a uniform grid x; = (j — N/2)6x {j =1...N}. The
time-dependent coefficients v;(¢) describe the amplitude of the wave function
Y(x, 1) at the grid points x;. A three-point finite difference treatment of the
TDSE results in an equation of motion for these coefficients:

O . . R .
15 = [+ ) (10)
where the field-free (electron—ion) term is

1
2(Ax)?

[How)'= ~ [yt — 20+ 1] + Vi (11)

with V; = V(x;) and the electron—laser interaction term in either the length (L)
or velocity (v) gauge is

(A oY= eWyor [y =32 [ ] (12)
The boundary conditions for the solution are that v; = 0 at the left and right
boundaries of the grid. Higher accuracy at a given grid spacing may be obtained
by using either a higher-order finite difference discretization or a spectral
method for evaluating the derivative terms [37].

In three dimensions the interaction in the length gauge for a laser linearly
polarized along the z direction is proportional to r cos(6) rY(l) which strongly
suggests that we begin by expanding the time-dependent state vector in a mixed
basis of discrete radial functions times spherical harmonics,
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max

(e, 1) = Y el 1), m), (13)

=|m|

where (6, ¢|¢,m) = Y}'(0, ¢). For now we restrict ourselves to linear polariza-
tion which means that the 7, quantum number is conserved. For this reason,
the my label is suppressed in the following equations. We discuss elliptically
polarized driving fields, for which m is not conserved, below. It is usually
convenient to make a transformation to the scaled coefficients ¢, = rj/
which satisfy the normalization condition

AN IOl = 1. (14)

We could substitute this form of the wave function into the TDSE directly and
use a point finite difference representations of the operators on a uniform radial
grid r;=jAr {j=1... N,} to obtain equations of motion for the coefficients ¢;~.
A characteristic feature of spherical and other non-cartesian coordinate systems
is that the initial state in the calculation has significant amplitude near one of the
boundaries ( = 0 in this case). Finite differencing schemes can incur large errors
near the r = 0 boundary (where the order of the method may not be preserved
due to an inconsistency in the application of the boundary conditions), and this
requires a small grid spacing to counteract. The errors associated with using low-
order finite difference operators in spherical coordinates can be greatly reduced
by avoiding discretizing the TDSE directly. Instead we begin by inserting the
discrete wave function (13) into the Lagrange-type functional [3,38,39]:

c<w§,T VH1|w>, (15)

where H| is the electron—laser interaction in either gauge, and requiring that "
obey the Euler—Lagrange condition

d /oL oL
g <aw) 0 (16)

This is equivalent to requiring that the action associated with this functional be
stationary with respect to small variations of the time-dependent coefficients. In
the limit Ar — 0 this procedure leads directly to the usual TDSE for ¢ (r, t). For
a discrete wave function, the procedure leads to a discrete version of the TDSE
that consistently accounts for the boundary conditions imposed on ¢ at small r
because the functional includes the » = 0 boundary condition explicitly.

We use a uniform radial grid that is offset by Ar/2 from the standard grid:
rp=(j—1/2)Ar {j=1...N,}. We note that the variational procedure can
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also be used to derive discrete versions of the TDSE on a non-uniform grid [40].
Carrying out the angular integrals in Eq. (15), discretizing the kinetic energy
with a three-term finite difference formula, and making the transformation
¢’, =1 ,1/1[, we derive equations for the time evolution of the coefficients. We
omit the details of the derivation, which are fairly involved and are given in full
in reference [3], and quote the result first in the length (L) gauge:

b J R . ~ .
it = [Ho o], +[Hi o], (17)
where the atomic term is
A / l . ._l . .
[Ho ¢],= — 2 {a,qb I =28¢] + aj14] } + Vg, (18)
and the interaction term is
[HE 6], = (1) ri[echest’ + com1det’]. (19)

The dimensionless radial coefficients «; and 3; are

e 5 = ap Tt jP-j+1/2 20)
e ji-1/4" 7 27 i1/
The angular coefficients ¢, are just the usual 3; coefficients
)£ — 1
o — +m+1)(l—m+ ) 1)
20+ 1)(2¢+3)

The field-free Hamiltonian matrix, Ho, is diagonal in the ¢ quantum number
and tridiagonal in the radial index j. Likewise, H is diagonal in j and tridiago-
nalin £. Far from the r = 0 boundary both «; and Bjapproach 1, and we recover
the standard second-order finite difference equations. Setting all the as and
Bs =1 and using a grid that is not offset we recover the “naive” second-order
accurate discretization of the TDSE alluded to above. The variational formula-
tion reduces the error in the ground state energy by about a factor of 5 over the
naive discretization for the same grid spacing (typically, we use Ar = 0.25 au
with a variety of pseudopotentials). An exception to this rule is the /=0
Coulomb problem. In this anomalous case, the naive discretization gives a
better energy than the variational derivative. The problem comes at the r = 0
boundary and can be fixed by the replacement 3, — 3; + 63, where

ZAr
0B =

(1+ ZAr). (22)
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This simple re-scaling of the first diagonal coefficient in the kinetic energy
matrix yields an excellent quality wave function with an error of about 107>
in the total energy.

In the velocity gauge the interaction is proportional to

9 sin(d) 0

— = cos(f) a Py

(23)

This more involved form might suggest using cylindrical coordinates, but the
resulting simplicity will be overwhelmed by the need for a much greater number
of grid points. Continuing with the spherical basis, the variational procedure yields,
after some additional effort, the interaction Hamiltonian as the sum of two terms

(6], = [H6], + [H30].,
el =D (e 1y, — teradl ). 24)

.

Ty
v i 1A(2) j+1 j-1 1 j—1
[quﬂe: DN [Cé (0‘1@4-1 - aj71¢k+1) +c (O‘j@—l - 0‘1'7145@—1)]

The first term, weighted by 1/r;, is tridiagonal in the £ coordinate. The second
term couples the radial and angular coordinates and is tridiagonal in both. This
increased complexity makes time propagation in the velocity gauge more diffi-
cult than in the length gauge. As discussed above, however, for large box
calculations the gain in efficiency from using fewer angular functions and larger
time steps more than compensates the additional complication.

2.5 Time Propagation

The Hamiltonian in both the length and velocity gauges consists of two pieces:
H,, the atomic Hamiltonian which is diagonal in the ¢ quantum number, and
the interaction piece Hy. In both gauges we use a split-operator expansion of the
full short time propagator which is unitary and correct to 0(6!)3:

W(t+ 61) = o —i(Ho+H1)51 (1) ~ o iH181/2 o —iHobt efiff,sr/zw(t). (25)

The interaction term is evaluated at the midpoint of the time step. The
action of the exponentials on the time-dependent wave function cannot be
calculated directly due to the non-diagonal nature of the matrices represent-
ing Hy and H;. We therefore resort to approximations to the full exponen-
tials which are themselves unitary and correct to the same order in d¢ as the
split-operator method. The propagator for H, is approximated by the
Crank—Nicolson form [40]
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o id [1+iﬁ081/2]_1 [1—-iHy31/2] + O(31). (26)

The application of this operator requires the solution of a sparse set of linear
equations at every time step:

2" = [1—iHydt/2]¢", (27)
[1+1Hy8t/2] " = z". (28)

Gaussian elimination and back substitution work well due to the diagonal
dominance of the matrices. Each value of the ¢ index can be handled separately
and the solution of the linear equations can be greatly speeded up by making
this the inner loop in the computation.

The interaction propagator could also be handled via the Crank—Nicolson
method as was done in references [1,4], but the purely off-diagonal nature of the
angular coupling also makes it possible to use an explicit method, a 2 x 2
splitting technique previously used by Richardson and others [41,42] for carte-
sian grids. We demonstrate this method in the length gauge and leave the
slightly more involved treatment necessary for the velocity gauge for an appen-
dix. In the length gauge, FIIL is diagonal in j and so we may solve

o2 ) — il (29)

at each radial point separately. We use ¢/ as a shorthand for the column vector
composed of the coefficients @) {¢ =0...lmay}. The matrix that must be expo-
nentiated, I/, is tridiagonal in the £ index. It can be split into even and odd pieces
[/ = L¢ + L° as shown below:

r0 a T [0 ao |
a 0 a a0
a 0 a 0 o
a 0 o - a 0
az 0
- -t 30
0 -
0 a
a 0
+

as 0
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where the matrix elements are a, = &(¢)c,r;6t/2. The even and odd matrices
consist of 2 x 2 block-diagonal pieces which can be exactly exponentiated using

{ [O a}} [ cosa —isina
expq —1 = ..
a 0 —isina cosa
A single propagation step in the length gauge is accomplished via

671111’& _ e—i£651/2efi1;°6t/2 [1_%1:105’/2] efiﬁm/zefiﬁeaz/z_ (32)
[1+iH,51/2]

Although the matrices L¢ and L° do not commute, the symmetric placement of
the operators makes this approximate propagator unitary and correct to
O(St)3. The computation scales linearly with the total number of grid points.

2.6 Advanced Topics

2.6.1 Elliptic Polarization

The algorithms we have been considering are specifically adapted to doing
calculations on linearly polarized light. This means the wave function has two
non-trivial dimensions. Three-dimensional calculations are needed to treat
elliptical or circular polarized light. For these cases, the m dimension becomes
a non-trivial index to our wave function since the laser field couples the various
m states. In principle we need up to 24, m states, but if the polarization vector
rotates in a plane, then only half of the values need to be explicitly calculated.
Muller [4] has proposed an efficient scheme for treating elliptic polarizations
with the same two-dimensional code used for linear polarization calculations.
At each time step the coordinate system is counter-rotated to the laser field,
meaning that the laser polarization is always parallel to the z axis at every
propagation step. The rotation operation can be carried out more efficiently
than the laser coupling can be calculated, which makes this method attractive.
As an alternative, Madsen and co-workers [43] use a weighted representation of
the spherical harmonics to cover the whole range of the angular coordinates
with an optimal (for a given value of £) number of points.

2.6.2 Mixed Gauge Propagation

To take maximum advantage of both the length and velocity gauges, we have
developed a mixed gauge time propagation technique for solving the TDSE
which uses the length gauge near the ion core and the velocity gauge at large
distances. We switch gauges in a transition zone that is located away from the
ion core. This insures that the potential is strictly local in the transition zone (the
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short-range /-dependent terms having decayed) and the local gauge transfor-
mation Eq. (6) can be used. The mixed gauge approach allows us to use non-
local pseudopotentials near the ion core, which give a superior description of
the atomic potentials as compared to local pseudopotentials, while minimizing
the numerical effort.

To implement the mixed gauge time propagation we use two partially over-
lapping radial grids. The length gauge grid extends from r = 0 to r, and the
velocity gauge grid extends from r, to R, which is the maximum grid radius. The
grids overlap, r,<ry, and the midpoint of the transition zone is ry. At each
time step 7, we propagate both wave functions forward in time to ¢,, | = 1, + ot
on their separate grids. Due to the presence of the artificial boundaries, some
error accumulates in 1, near r. and in ¢, near r,. Before taking the next
propagation step we replace the “bad” part of the wave function on each grid
with “good” wave function that we obtain by using the gauge transformation on
the wave function from the other grid. For instance, after every time step, the
portion of v, between ry and r; is replaced by the gauge-transformed ), at
the same radial grid points. Typically, ., = 30 au and r, = 20 au. The key to
this method is that the errors at each propagation step are localized near the
artificial boundaries. This is due to the fact that we use a finite difference
discretization of the TDSE.

2.7 Computational Scaling

For grid-based finite difference calculations the total computational effort scales as
C = N,N¢N, where N, = R/Ar is the number of radial grid points, Ny = lax + 1
is the number of angular momentum functions, and N; = Tpuise /97 is the number of
time steps. This linearity in the computational parameters, even when using non-
local SAE potentials, is an essential element of grid-based SAE calculations. It is
not the whole story, however, since the computational effort is non-linear in
several of the laser parameters. For example, raising the intensity leads to faster
outgoing electrons which requires both a bigger computational box and a
smaller time step to treat with the same accuracy. Similarly, using a longer
pulse requires more time steps and a bigger box. The choice of gauge is crucial
to these considerations, since in general it takes fewer spherical harmonics to
represent the motion far from the ion core in the velocity gauge, and the time step
may also be somewhat larger than for the length gauge.

2.8 Photoelectron Spectra

The most direct way to connect the numerical solution of the TDSE to experi-
mental results is to calculate energy-resolved quantities using the wave function
at the end of the integration when the interaction Hamiltonian has been
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switched off. Measurements of photoelectron spectra, and especially energy-
resolved angular distributions, are sensitive probes of ionization dynamics and
are “single-atom” quantities in the sense that macroscopic effects are usually
avoided in experiments by keeping the gas pressure low (there are, however, still
intensity-averaging effects from the distribution of intensities experienced by
atoms at different positions within the focal volume of the laser). The efficient
extraction of energy-resolved information is not, however, straightforward
given a numerical wave function spread over a large grid. Though it can in
principle be accomplished by projecting |¢)(r, ty)) onto states of definite energy,
this requires either the calculation of these states (as eigenstates of the asymp-
totic Hamiltonian) or their approximation by an analytic form. In the general
case neither of these alternatives is attractive since the computation and storage
of eigenstates is prohibitive in multiple dimensions and analytic approximations
fail if the energy region of interest is close to a threshold or if the wave function
has not yet reached a region where asymptotic states can be used.

As an alternative, we have developed and extensively used a window function
technique that allows for the efficient calculation of energy-resolved quantities
[30,44]. We define the window function of order n» with a resolution of 2~
around an energy E as

2!7

¥
W(E,yn) =— L 33
(7)(0Ek) el (33)

where H, is the field-free Hamiltonian. The window around each energy is
almost rectangular (the more so the higher n is) and has a half-width of 2~
independent of n. We apply W to the wave function and obtain the energy-
resolved ket |Q(r, E)) (we suppress the n and - labels on the kets):

e, E)) = W(E, n,~)|1b(r, 1)) ZQ/ E, r)|0, m) (34)

Since the field-free Hamiltonian is diagonal in ¢ we can find the coefficients €2,
by solving an implicit equation for the factorized form of the windowoperator.
For instance for n = 1 (which we have found to be adequate) we solve

(Hy — E+iv)(H) — E —i7)Q0 = V. 35

This equation has the same form as the Crank—Nicolson propagator we dis-
cussed earlier and can be solved quickly using sparse matrix techniques.

Using the energy window method, the probability to find an electron with an
energy in the range E 4 ~ is given by (Q(r, E)|Q(r, E)). As an example, energy-
resolved angular distributions are found by integrating over the radial and
azimuthal coordinates:
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F(E6) = ArY [ do(QE1,0.0)|UE1:6.9)
v l (36)

=Y BUE)Pi(0),
=0

where we have used standard angular momentum algebra to re-express the
result as a sum over 2/, Legendre polynomials. The angle-integrated photo-
electron probability P(E) is 203,(E), but if this is all that is desired it is simpler to
calculate P(F) directly from

Nr o lmax

P(E)=ArY > " |Q(E, ). (37)

Jj=1 t=|m|

Although we most often calculate energy spectra using a uniform grid of
energies separated by 2, it is also possible to calculate momentum distributions,
H(p,0), for comparison to momentum-resolved imaging experiments [45]. This
can be done by making a transformation from energy to momentum via £ = p*/2
and accounting for the difference in phase space between the two distributions
using the norm-conserving transformation H(p, 0) = F(p?/2,0)/p. Calculating
H(p, 0) using values from a uniform energy grid, however, results in a sparsity of
points at low momentum. To obtain a uniform spacing in momentum we use a
non-uniform spacing in energy and take account of the integration weight 2,
associated with the energy Ej.. An example of a theoretically calculated “velocity
image map” using this method is shown in Fig. 6.

2.8.1 Sample Results

In Fig. 2a we show total (angle-integrated) ATI spectra for potassium and
sodium, at a wavelength of 3.2 um, corresponding to a photon energy of
0.39¢V. Ionization of K requires a minimum of 11 photons at this wavelength.
The laser pulse has a trapezoidal shape, consisting of one cycle ramp and five
cycles of constant intensity. The peak intensity is 10'> W/cm?, which corre-
sponds to a ponderomotive energy of 1eV. The difference in the ionization
yields is due to the higher ionization potential of sodium as compared with
potassium. These results are representative of calculations over a range of laser
intensities, and they were performed with the mixed gauge propagation code
with /. = 16 and &7 = 0.1 au. Calculations using the length gauge for the
entire radial grid required ¢,,,x = 200 and &7 = 0.02 au for a similar level of
convergence. The difference in numerical effort is a factor of ~ 100.

Figure 2a illustrates a striking phenomena in the alkali metals. The pro-
duction of high-order photoelectrons is very sensitive to the atomic species.
K exhibits a plateau extending up to about 10U,, whereas the Na distribution
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Fig. 2 (a) ATI spectra for potassium (upper curve) and sodium (lower curve) at 10'> W/cm?
and 3.2 um. The ponderomotive energy is 1eV and the rescattering cutoff at 10U, is clearly
visible for K. (b) Partial rates for K (black circles), Na (squares), and a “modified” K atom
(white circles), where the d potential has been substituted with the H d potential. In the inset we
show the d potential for K (short-dashed line), Na (solid line), and H (long-dashed line)

shows essentially no change of slope beyond 3U,. One way to gain insight into
the physics behind this strong field effect is to investigate its dependence on
specific features of the atomic potential. To investigate the role of the d poten-
tial in producing high-energy electrons, we exchange the K d potential by the H
d potential, leaving the s and p potentials unchanged. This modified pseudopo-
tential reproduces the total ionization rate and the low-energy portion of the
ATI spectrum of the full K atom. In Fig. 2b we show partial ATI rates for K,
Na, and the modified K. The Na spectrum has been scaled so that the total yield
agrees with the modified K yield. The effect of manipulating the K d potential is
remarkable. The high-energy part of the spectrum is reduced by almost two
orders of magnitude when using the H d potential and is now similar to the Na
spectrum. By manipulating one specific feature of the electron—ion potential we
can significantly alter the rescattering process. We note that this change in the d
potential results in only small changes of the d state energies. We have also
tested several pseudopotentials which give correct d state energies and find that
the high-energy part of the photoelectron spectrum is unchanged.

2.9 Photoemission Spectra

The photoemission from an isolated atom in a strong field can be calculated
from a knowledge of its time-dependent dipole moment

d(1) = ((0)|z|4(2))- (38)

We assume in what follows that the laser is polarized along the z direction. In a
gas of atoms the polarization is proportional to the density times the single-
atom dipole moment. The non-linear component of the polarization is the input
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to the time-dependent Maxwell equation that describes the propagation of the
emitted radiation through the gas. The single-atom spectrum is proportional to
the square of the Fourier transform of the dipole expectation value over the
laser pulse:
s T [
|D(w)|” = ‘/ dre™d(1)| . (39)
T Jo

Due to the inversion symmetry of the isolated atom, this spectrum is dominated
by odd harmonics of the driving field when no other symmetry-breaking
mechanism is present. These strong field high harmonics, as is well known,
form a broad plateau that can reach into the soft X-ray regime. They also form
the basis for attosecond pulse generation.

In an experiment, a gas of atoms is driven to emit harmonic radiation which
is strongly modified as it propagates through the non-linear medium. A full
description of harmonic generation must also account for these macroscopic
phase-matching effects, which are beyond the scope of this article. We will
concern ourselves with the details of the single-atom calculations and techni-
ques that can be used to extract information from them about the dynamics of
an atom in a strong field.

In practice, it is very hard to calculate the dipole moment directly from the
time-dependent wave function because of the form of the matrix element, which
heavily weights the behavior of the electron far from the ion core. This means
that small errors in the wave function propagation show up as large errors in the
time-dependent dipole. It is better to start by calculating the acceleration of the
electron which is

alt) = S ) =, (1, 2]), (40)

where H is the full Hamiltonian including the laser interaction. The dipole
strength is related to the Fourier transform of the acceleration, A(w), by

D(w) = A(w)/w?. (41)

Intuitively we expect the acceleration to be dominated by contributions from
regions near the ion core where the electron experiences a large force. Indeed,
for a spherically symmetric potential the acceleration is proportional to the
expectation value (9V(r)/9z) which is z/r? for hydrogen. This weighting of the
region close to the ion core helps make the calculation more tractable. That
said, individual calculations of the high harmonic spectrum for a specific set of
laser parameters are almost impossible to converge. There are two reasons for
this. The first one is physical and stems from the fact that the individual
harmonics in the spectrum are calculated as a coherent sum over several
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quantum pathways that lead to the same final emission energy. These individual
contributions are rapidly varying with laser intensity and wavelength, which
means that very small changes in the laser parameters or the details of the
calculation can lead to large changes in individual harmonics. Fortunately, such
convergence is hardly warranted. What is of physical relevance is the highly
non-linear intensity scaling of the harmonic’s amplitude and phase, and these
trends can be converged with moderate effort. Realistically, two different single-
atom calculations that showed the same dependence on laser intensity but
differed in fine details and overall magnitude by a factor of two would not be
cause for great concern.

The second reason high harmonic calculations are difficult to converge is
numerical and stems from reflections of the ionized wave packets from the grid
boundary. The proper damping of these reflections is crucial for calculating, for
example, the characteristic high-energy cutoff of the spectrum. Wave packets
that reflect from the grid boundary gain a great deal of additional energy from
the laser field and completely mask the physical cutoff in the spectrum. Because
of the broad spectrum of energies that make up the wave packets it is not
possible to design “optimal” absorbing boundaries for the grid. Instead we
use a very soft (cos'/®) mask function spread over several hundred grid points
[46]. By using a large enough angular momentum basis we can avoid reflections
in the “¢ coordinate”. It is a good idea to remove any flux that reaches the
maximum ¢ value and to keep track of the amount of flux lost via this route. It
should be kept at the level of a few percent of the flux absorbed by the radial
mask function.

When using /-dependent pseudopotentials we must calculate the acceleration
by evaluating the double commutator in Eq. (40) numerically. This is expensive
and requires roughly the same effort as the time propagation. Fortunately,
there are high-quality approximations to the above-threshold portion of the
spectrum available, and we turn to a discussion of these next.

2.10 Approximate Dipole Calculation

A useful way to gain insight into the physics of harmonic generation is to
calculate approximations to the full time-dependent dipole that restrict the
number or character of the states that can participate in the process. For
instance, the role of the bound states can be systematically investigated by
defining a subspace projection operator P,:

Py = 11+ 2)(2] + -+ ) (n]. (42)
The projected wave function at a time ¢ is |®, (7)) = P,|1(1)), where [(1)) is the

full time-dependent wave function. The approximate dipole moment is calculated
by requiring that the transition either begin or end in the projected subspace:
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(d) (1) = (D(O)|zl(1)) = (1) Pz + 2Pul(1)) — (1) PazPulp(1)). (43)

Asn — oo and P, — 1, the approximate dipole goes over to the full dipole. The
last term makes up for double-counting of transitions between states in the
projected subspace. An equivalent way to write the approximate dipole that
makes this clear is

(d) (1) = (dn) (1) = (l2|Dn) + (Dylz[th) — (DPn|z|Py). (44)

This applies equally well when we calculate the acceleration form of the
dipole.

In the rare gas atoms it was found that using just P, where the state |1) is the
field-free ground state, is an excellent approximation to the full high harmonic
spectrum, both amplitude and phase, for all harmonics above the ionization
threshold [46]. This provides a validation for the rare gases of the physical
model underlying the strong field approximation, which assumes that excited
bound states play no role in the HHG process [47]. It also provides a very fast
algorithm for calculating the HHG spectrum, because the projection operator
eliminates all of the angular momentum channels except those adjacent to the
channel containing the ground state.

In the alkali metal atoms, on the other hand, there exists a very strong
dipole coupling between the ns ground state and the first excited np state.
This strong coupling, which is absent in the rare gases, can be expected to
play a role in strong field processes at MIR wavelengths [48]. Figure 3 shows
a single-atom harmonic spectrum calculated for a potassium atom in a
3.2 um, 80 cycle laser pulse with a peak intensity of 1 TW/cm?. The spectrum
exhibits many similarities with the better-known near-IR excitation of rare
gas atoms, especially the general form of the spectrum and the cutoff. As an
example of the role played by the strong ground—first excited state coupling,
we compare the full result to two approximate dipoles calculated using

T T T T T T T T T
—{— Full dipole —

—=— 4s only =

—eo— 4s & 4p

Fig. 3 Single-atom
harmonic spectrum for K.
The full calculation is
compared to approximate o
dipoles calculated using the 10-12
continuum wave packet plus 7 11 15 17 21
the 4s and the 4s + 4p states Harmonic (of 3.2 um)

Dipole Strength (a.u.)
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Py = |4s)(4s] (45)
and

Py = |4s) (4s| + |4p) (4p|. (46)

The black squares in Fig. 3 are the result of including the dipole interaction
between the time-dependent wave function and the ground (4s) state. This
approximation, which as we said works very well in the rare gases, fails here,
showing differences in both the conversion efficiency and the harmonic cutoff
energy. However, when we include the first excited state in the projected sub-
space, as shown with black circles (inside the white squares), we get agreement
with the full result, demonstrating explicitly the role played by the excited state
in the harmonic generation process.

2.11 Relation to the Strong Field Approximation

As discussed in a separate chapter, the strong field approximation (SFA) is an
chapter of L’Huillier and Lewenstein alternate route to investigating strong
field processes [47]. The SFA is itself a single active electron approximation, but
one that ignores the role of excited states and the effect of the ion—electron
interaction on the continuum dynamics of the electron. Even with these approx-
imations, the full SFA is difficult to solve in the general case of a pulsed laser
interacting with an atom. Its real efficacy derives from its evaluation via a
saddle point method that emphasizes stationary contributions to the rapidly
oscillating integrals that occur in the theory. In this saddle point SFA picture,
the amplitude for any strong field process can be expressed as a coherent sum
over only a few quantum orbits. These space—time trajectories follow a sequence
of release into the continuum (ionization), acceleration in the IR field, and
return to the ion core, where the electron can either rescatter or recombine.
They provide a powerful framework for interpreting strong field processes [47].

The key features in an SFA explanation of any strong field process are the
precise quantum orbits involved, their weights, and the scaling of these with
increasing laser intensity. The quantum orbits and their intensity scalings are
simple to calculate since the continuum dynamics in the SFA are essentially that
of a classical electron in a strong laser field. This tends to be a good approxima-
tion, since the density of states in the continuum is high and the ionizing,
oscillating wave packet spends most of its time outside the steepest part of the
ionic potential. The calculation of the amplitude for a given process, however,
depends sensitively on the details of the electron dynamics, and given the drastic
assumptions in the SFA they can be suspect. TDSE calculations, which include
a much better description of the electron dynamics, lack the powerful inter-
pretive framework of quantum orbits for understanding their results. The two
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approaches can be made much more useful if the quantum orbits and their
weights can be extracted from the TDSE calculations. Sometimes, as in the case
of resonant ionization, this cannot be done since the SFA does not apply. But
often it can, and we briefly review two such cases, one pertaining to HHG and
the second to high-order ATI spectra.

The SFA description of HHG gives a picture of the photoemission on a sub
laser-cycle timescale in terms of the times at which the electrons that follow the
various quantum orbits return to the ion core. The electric field with component
e“s’ will peak at times corresponding to the return of electrons with an energy
Ej at the time of return which satisfies /iwy = I, + Ex where I, is the ionization
potential. It follows that by applying a window function to the full dipole
acceleration spectrum (amplitude and phase) calculated with the TDSE around
a frequency wy and Fourier transforming to the time domain, we can examine
the time dependence of the emission:

E4t) = &1 / dwe LA (W) Flw — wy)), (47)

where Fis the window function. To examine sub-cycle time dependences, we use
a filter that is much wider than one harmonic interval. By sliding the window in
energy we can build up a picture of the time dependence. An example, calcu-
lated by Tate et al. for argon driven by a 2 um laser, is shown in Fig. 4. The
return times and energies for the classical trajectories predicted by the SFA are
shown as dark lines. The strength of the windowed emission along a given
trajectory can be used to extract the weight of the process. At these wavelengths
the correspondence to the SFA trajectories is very good. In similar calculations
at 800 nm in the rare gases we have found that though the SFA quantum orbits
are themselves very well reproduced in the TDSE calculations, their weights are
often completely different, which can have large consequences for attosecond
pulse generation [49].

Similar to HHG, the semi-classical orbits that give rise to high-energy
electrons in above-threshold ionization spectra can be identified via the SFA.
Bauer [50] has shown that these orbits, and their weights, can be extracted from
a TDSE calculation using the window function technique discussed above.

Ff TN N

’Q\Q_3.5_5....I....I....I....I....I....I....I..E_-1.OOO

4 3.04 - 0.257

> 254 E
Fig. 4 Quantum orbits S 504 : 1 0.066
calculated via the TDSE for g 15 _ A ) _ 0.017
an argon atom interacting S 104 \ i CE 0.004
with intense, 2 pm light. The @ 0.5 4 : 3 0.001
semi-classical predictions X 1 : :
are shown as solid black lines 05 10 15 20 25 30 35 40

in the left half of the figure Time (YT)



134 K.J. Schafer

S r2 B

: Energx (a.u.)

200 400 600 800 200 400 600 2800

oTp) (au.) z(Tp) (a.u.)

Fig. 5 The emergence of quantum wave packets aligned along the quasi-classical orbits.
In this TDSE calculation the resolution of the energy analysis is either very narrow (left) or
very wide (right). The wide resolution plot is compared to the semi-classical prediction (heavy
lines). The coordinates transverse to the laser polarization have been integrated over

When the energy window used in the analysis is very narrow, as in Fig. 5 (left),
only interferences due to energy-resolved, spatially delocalized states can be
seen. But when the energy window is made much wider than the photon energy,
the classical orbits (again shown as heavy lines) clearly emerge.

2.12 Restricted Ionization Model

In this section we give an example of how a standard SAE calculation can be
modified to gain greater insight into a physical process. We treat the case of an
atom subject to a combined attosecond pulse train and infrared field:

gx(l) +51R(I). (48)

The intensity of the XUYV field is chosen such that the ionization is significantly
enhanced over that due to the IR field alone, which means that the XUV field
dominates the ionization step. We still expect that the continuum dynamics will
be dominated by the IR laser, however, since the ponderomotive energy scales
as A2, We can of course test these assumptions by comparison to exact
calculations.

Our goal is to directly calculate the excited portion of the time-dependent
wave function under the assumptions outlined in the previous paragraph. We
begin with the TDSE
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i ) = (Ha + Hy+ Bl 9)

Here Hy is the atomic Hamiltonian, H, is the interaction with the fundamental
IR field, and Hy is the interaction with the high-frequency XUV field. The
ground state wave function |¢y) satisfies

Halpo) = Eoléo) (50)

and the XUV field has an average frequency given by wy such that
Hy = Hyxe %' 4 c.c. (51)

This means that Hy includes the (possibly complex) slowly varying envelope of
the XUV field. We define a detuning A = Ey + wx. Next we write the wave
function as

(1)) = e8| ) + e T2 gi(1)). (52)

So far this is still exact, because we have not specified what [¢(7)) is. But the idea
is clear: the full wave function is split into two pieces, a ground state portion that
oscillates at a frequency set by Ej and a “continuum” portion [¢(7)) that has
been formed via one-photon absorption and oscillates at approximately A.
Substituting this form of the wave function into Eq. (1) and canceling terms
gives an equation for the time evolution of [¢(1)):

2 [9(0) = ¢y + H)loo) + (Ha -+ Hy + Hx = A)F0). (59

In the first bracket we drop rapidly varying terms which oscillate at wy + w;
compared to the slowly varying term Hy. In the second bracket we drop the
Hx (1) term because we expect the time evolution to be dominated by the IR field
once the electron is excited out of the ground state. Making these approxima-
tions gives

{2 10(0)) = Hxléo) -+ (Ha + Hy — A)[3(0). (54

This is our main result. The time evolution of [¢(¢)) has two components:
an inhomogeneous source term corresponding to the absorption of a single
XUV photon from the ground state and a homogeneous term corresponding to
time evolution in the continuum at the “average” energy A.

In practice Hx(f) = Ex(¢) i - r, where i is the polarization direction of the
XUV field. If we define a source wave function |¢s) = {1 - 1 |¢g) then to take a
short time step we use
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|9(t + 81)) = e HAHHI=203 14 (1)) 4 81 Ex| ), (55)

where Ey is the slowly varying envelope (possibly complex) of the XUV field.
As an example of how the XUV envelope is calculated, consider a full XUV field
given by

Ex(1) = F(1) Y &,sin(gun (1 — 14) — ). (56)

F(1) is the envelope of the whole XUV pulse, 74 is the overall time shift of the
attosecond pulse train, and phase locking is determined by the variation of ¢,
with ¢g. The slowly varying envelope of the positive frequency part is then

1 L L
Ex(t) = EF(I) E &, e i(qwi—0x)(1—ta) ol(@xtatey) (57)
q

There are several uses for such a restricted ionization model. One of the
most fruitful is to study the effect of the atomic potential on the ionizing wave
function, by turning on or off the atomic potential in the term Hx = T+ Vi
which drives the continuum dynamics. Figure 6 demonstrates this effect for a
helium atom ionized by an attosecond pulse train while subjected to a mod-
erately strong IR field. With this restricted ionization model the interaction
between the continuum wave packet and the ion core can be studied as a
function of the IR field intensity and the delay between the XUV and IR
fields.

Fig. 6 Comparison of velocity distributions calculated for a helium atom subject to an IR
laser pulse (800nm, 5 x 10'> W/ecm?) and attosecond pulse train with one pulse per IR
cycle and an average energy close to the ionization threshold. The radial coordinate is
proportional to momentum, and the polarization of the electric fields is along the
horizontal. In (a) we neglect the atomic potential in the continuum dynamics, in (b) we
include it
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3 Multiple Active Electrons

To calculate strong field phenomena that involve explicit multielectron effects
requires going beyond the SAE. Interest in multiple active electron (MAE)
effects has been driven first and foremost by the discovery of a significant
probability for non-sequential double ionization (NSDI) in helium at IRfre-
quencies and intensities above 10'* W/cm? [17]. NSDI has subsequently been
studied in all the rare gases and several molecular systems. More recent motiva-
tions include experimental data on the ionization of heavy molecular systems
which requires physics beyond the SAE for its explanation and the use of
attosecond pulses, in combination with few cycle IR pulses, to study correlated
processes such as Auger decay in the time domain [51].

The conceptually simplest approach to multiple electron systems is to simply
solve the full n-electron TDSE. This requires the solution of a partial differential
equation of dimension 3n (without spin and with perhaps some small reduction
in dimensionality due to symmetries). It remains a computational four de force
even for two-electron systems, especially at the IR wavelengths used in NSDI
experiments [52,53]. The details of such calculations are beyond the scope of this
chapter. The interest in MAE effects, coupled with the prohibitive cost of
solving the TDSE directly, has spawned a number of methods for studying
MAEs in a simplified manner. In this section we discuss a number of these more
tractable approximations.

3.1 The Aligned Electron Model

The simplest approach to studying MAEs in a computationally tractable man-
ner is to reduce the spatial extent of the electron wave functions. The “aligned
electron model” (AEM) restricts each electron to move on a line, which is taken
to be the direction of the laser polarization [54,55,56]. The soft core form of
the Coulomb potential discussed above is now used to describe the electron—
electron interaction as well as the electron—ion interaction. For two electrons
the Hamiltonian in the length gauge is (a slightly different form of this model is
used in reference [54])

H = Hi(x1) + Hy(x2) + Via + (x1 + x2)&(1), (58)
g-_ 19 2
20 Vit a?
59)
C (
Vip =
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The single-particle softening parameter ¢> and the electron—electron softening
parameter e can be adjusted to mimic chosen parameters of a real system, e.g.,
the ionization potential of helium [56]. The correlation strength, C, can also be
varied to study in a systematic way the effect of varying the amount of correla-
tion between the electrons [57]. The numerical solution is usually carried out on
a uniform cartesian grid on n dimensions, meaning that two- or three-electron
systems can be studied.

The split-operator method is again an efficient choice for time propagation:

efiHSt,ll)([ + SI) ~ efiVIQBI/ZefiHlBtefinﬁtefiVlzﬁt/qub(t)' (60)

The electron—laser interaction £(7)x; can be separated out into its own expo-
nential or grouped with the H; term. The kinetic energy terms can be evaluated
very accurately using fast Fourier transforms. We have found that it is prefer-
able to use the fourth-order finite difference method of Muller [4] coupled to the
Crank—Nicolson form of the propagator to evaluate the exp(—iH;d¢) terms. The
method is faster on the moderately sized grids (1024 x 1024) that we have tested
and is as accurate as the FFT for all practical purposes. Given its linear scaling
with increasing number of grid points (as opposed to the non-linear scaling of
the FFT), this advantage will only increase for the larger grids needed to
calculate photoelectron spectra. Though the two-electron AEM is a two-dimen-
sional system, being cartesian it requires many more grid points for its solution
than the two-dimensional SAE problem discussed earlier. For example, a box
size of 256 au discretized using 1024 points along each dimension requires 10°
grid points, as compared to the ~ 32,000 points needed for an » — ¢ decomposi-
tion with the same box size.

Like its single-particle counterpart, the two-electron AEM exhibits many of
the strong field phenomena of full dimensional systems. For example, the well-
known “knee” structure in the double ionization probability as a function of
laser intensity is reproduced. Though it gives qualitatively correct behavior, the
relative amount of, e.g., double versus single ionization differs markedly from
the experimental data on real atoms. The great strength of the model is that it
can be solved exactly and so can be used to evaluate the role of physical effects
such as correlation and to benchmark alternative theoretical treatments such as
mean field theories [54]. Bauer has used the AEM to compare exact, SAE, mean
field, and classical treatments of NSDI [56]. Ruiz et al. have treated a three-
dimensional version of helium by using the two-electron AEM but allowing the
electrons to move off axis in a constrained way [58].

3.2 Orbital-Dependent Potentials

An approach that goes beyond the AEM for treating many-electron systems
while retaining some of the desirable features of the SAE is to use the ansatz that
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the wave function can be approximated by a combination of time-dependent
single-particle orbitals. These orbitals ¢;(r;, ) evolve according to a single-
particle equation that looks much like the single-particle TDSE:

.0 ~
15@(% 1) = Hi()oi(r, 1). (61)

This allows us to use all of the SAE machinery discussed above to evaluate the
time evolution of the orbitals. One immediate consequence is that the Hamilto-
nians H; must depend on the orbitals themselves, which means they must be
calculated at every time step in a self-consistent manner, but this also means
that we can build some correlation effects into the calculation while still solving
n three-dimensional equations instead of one 3n-dimensional equation.

The early pioneering work of Kulander [59,60] used time-dependent Hartree—
Fock (TDHF) theory to study the strong field ionization of helium and xenon.
In TDHF theory the wave function of the system is approximated by a single
Slater determinant

w(rlw’wrnv[):AH¢i(ri7t)7 (62)
i=1

where A is the antisymmetrization operator. The Hamiltonian H; includes
single-particle terms such as the kinetic energy, the interaction with the nucleus,
and the interaction with the field. It also includes a Hartree term, due to the
Coulomb interaction of the ith electron with the charge density of the other
electrons, and an exchange term [1]. The Hartree term depends only on the
density of the individual orbitals, while the exchange term depends explicitly on
the orbitals themselves. This dependence makes the correlation term non-local
and hence expensive to calculate. In practice it is usually replaced by a density-
dependent term, the exchange—correlation term. The calculation of the density-
dependent terms can easily be as time consuming as the propagation itself.
The attractive features of TDHF are that some degree of correlation between
the orbitals is included through the enforced orthogonality of the orbitals, and
that it allows for the possibility that multiple excitations could play a role in the
ionization dynamics. Already in the first studies of strong field phenomena via
TDHF theory, however, it was realized that the TDHF method contains basic
flaws. The wave function, being a single Slater determinant, enforces unphysical
correlations between, for example, single and double ionization probabilities. It
is also unable to smoothly evolve to the final superposition state (bound +
continuum) which is the hallmark of strong field ionization. Furthermore, the
non-linearity of the equations destroys any hope of calculating accurate ioniza-
tion rates when there is a significant probability of ionization. This is because as
the wave function ionizes, the electron density near the core decreases, which
causes the electron repulsion term to diminish. This increases the binding of the
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remaining density to the core, which shuts off ionization. The hallmark of this
effect is a non-exponential decay in situations where it would be expected; see
references [59,1] for additional details and examples. There has been work on
“extended” TDHF, in which some of the constraints on the orbitals are relaxed
so that physically desirable superposition states can occur [61]. While there is an
improvement in the sense that single ionization is more sensibly described and
features such as some version of the NSDI “knee” occur, the agreement with
exact benchmark calculations is still insufficient.

Another method which may provide a tractable route to calculating MAE
effects is time-dependent density functional theory (TDDFT) (see [62,63] and
references therein). The basic quantity in DFT is the electron density

plrst) = iri, 1)), (63)
i=1

The theory is implemented via the time-dependent Kohn—Sham equations [64]
which are of the form in Eq. (62). The Hamiltonian includes the Kohn—Sham
potential which is constructed in principle from the electron density alone using
functionals for the correlation and exchange energies. As in TDHF the poten-
tial depends on the orbitals through the density and the equations are non-
linear, though this presents no real problem in the time propagation. In practice
TDDFT also has seemingly severe flaws. First, since TDDFT provides the
electron density (albeit in terms of orbitals) it can be problematic to define
observables such as the photoelectron spectrum or the probability of double
ionization (see reference [56] for example). Second, the construction of high-
quality time-dependent exchange—correlation potentials vy () is difficult since
the exchange—correlation functional itself is not known for most systems.
Though there has been some success in using TDDFT to qualitatively study
HHG in molecular systems [63], no TDDFT calculation has been able to rep-
roduce the NSDI “knee” even qualitatively using the best existing exchange—
correlation functionals.

Recently, Lein and Kiimmel [65] have carried out an ingenious calculation of
the exact vy (t) for a correlated system (the two-electron AEM) undergoing
strong field ionization. Their conclusion is that the failure of TDDFT to
reproduce the NSDI knee can be understood as a manifestation of a basic
flaw in TDDFT which use approximate exchange—correlation functionals.
They find that the exact correlation potential develops a quasi-discontinuous
step as one electron is ionized and moves away from the nucleus. This behavior,
which they argue is related to the known discontinuity in the exact ground state
DFT exchange—correlation energy when the electron number passes through an
integer, is smoothed out when approximate functionals are used, which leads to
the suppression of the NSDI knee. To cement their case, the authors add a
discontinuous piece to v (?) “by hand” and find that their TDDFT is then able
to reproduce the correct NSDI behavior. This work points to a promising
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future for TDDEFT in strong field physics if functionals incorporating discon-
tinuous behavior can be formulated and if they yield reasonable agreement with
experiment.

Finally, we make mention of an extension to TDHF theory that can in
principle provide an exact description of strong field correlated dynamics. Scrinzi,
Brabec, and co-workers have formulated and tested a multi-configuration TDHF
theory for studying strong field ionization from systems with many electrons
[66,65]. In this version of TDHF the single Slater determinant restriction is
relaxed and the ansatz for the wave function now consists of the linear combi-
nation of all the Slater determinants that can be formed from N linearly
independent orbitals ¢;(r;, ¢). If the set of N orbitals ¢; form a complete set in
the single-particle Hilbert space then the MCTDFH equations reduce to the full
n-electron TDSE. But the theory may converge to the correct answer with a
much smaller basis set. The reason is that the uncorrelated single-particle
orbitals, which are chosen to optimally cover the initial correlated state of the
system, evolve in time so as to maintain their coverage of the wave function.
Provided that no new, strongly correlated structures appear in the wave func-
tion, the initial (small) basis set can suffice for the whole time evolution.

The most useful properties of MCTDHEF are its ability to converge to a
stable answer as the basis size is increased, as demonstrated for the interaction
of up to six active aligned electrons in reference [65], and the way in which
correlation is built in as the basis set size increases. By using more and more
uncorrelated basis functions, the correlation of the full wave function is system-
atically increased. This allows for the systematic study of the role of correlation
in strong field processes, something that has been lacking up to now. As an
example, Caillat et al. [65] have shown that correlation is crucial in the under-
standing of the size dependence of the ionization probability of large “mole-
cules” which are modeled as a one-dimensional system. The method, which will
require large-scale computational resources if it is to describe three-dimensional
systems, remains under active development.

In closing we wish to emphasize what we see as two key aspects of numerical
methods in strong field physics. First, they are a fully integrated part of strong
field theory, widely used along with more approximate theories such as the
SFA, classical simulations, and simple models to explain the wealth of experi-
mental data; and second, the proliferation of new experimental sources over the
next decade, and the resultant flood of new data on strong field processes, will
be the main driver of new theoretical developments.

4 Appendix: Velocity Gauge Time Propagation

Propagation in the velocity gauge is handled in a manner very similar to that
used for the length gauge. Referring to Eq. (24) we use the symmetric splitting
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e—iH"b‘t ~ e—i1:1261/2€—i131]8r/2 [1*%?0&/2] e—il:llét/ze—ililzét/z. (64)
[1—|—1H08l/2]

The terms involving H; (Eq. (25)) are of the same form as the interaction term in
the length gauge and are treated in the same way:

e*iI:IIBI/z(b _ eM/¢/7 (65)

where the non-zero elements of the antisymmetric matrix of A/ are
a = A(t)rj‘1 (£41)cedt/2. Again the full matrix is split into even and odd 2 x 2
block-diagonal matrices and the exponentiation is accomplished using the

relation
0 a cosa sina
exp = . : (66)
—a 0 —sina cosa

Exponentiating the terms involving H5 (Eq. (25)) is more complicated since
they couple gzﬁj to the four adjacent coefficients gf)ﬁ]l To do it, we use the 2 x 2
splitting method twice in succession, first in the ¢ dimension and then in the j
dimension. The exponent —iF,8¢/2 can be written as a super-matrix, N, which
is tridiagonal in £:

0 a O
_ A a0 a
N=—ifhsi/2= | o o o . (67)

Each of the elements d, are themselves matrices that are tridiagonal in j:

0 aq 0

— 0
_ CA()dt | T a2 68)

with «; given by Eq. (20). We now split the super-matrix N into even and odd
pieces which consist of 2 x 2 blocks just as in Eq. (30)

NE NO
NEeN

GN=e e (69)

Before applying each of these exponentials, we diagonalize them using a simi-
larity transformation:
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1 [1 1} {[0 aq}[l 1} 1 e 0
— expy | . — = .
V211 =1 a0 1 —1]v2 0 e
The application of the operators e*® is then made by further splitting the
matrices d, into even and odd pieces in the j index as in Eq. (30), and then

using Eq. (66). The various even and odd matrices are placed symmetrically in
Eq. (64) so that it remains unitary.
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Principles of Single Atom Physics: High-Order
Harmonic Generation, Above-Threshold
Ionization and Non-Sequential Ionization

Maciej Lewenstein and Anne L’Huillier

1 Introduction

The physics of atoms in strong laser fields has been a subject of intensive
studies in the last 20 years. Atoms subjected to short-pulse high-intensity fields,
of magnitude comparable to the Coulomb nucleus attraction field, respond
non-perturbatively. Electrons initially in the ground state can absorb a large
number of photons, much more than the minimum number required for ioniza-
tion, thus being ionized with a high kinetic energy. This process has been called
above-threshold ionization (ATT). Atoms subject to strong laser fields can emit
one or several electrons. In some conditions, these electrons are emitted “simul-
taneously”, a process called direct or non-sequential ionization. Finally, effi-
cient XUV photon emission in the form of high-order harmonics of the
fundamental laser field (HHG) has been observed.

Our intention in this chapter is not to review in detail these phenomena. There
have been at least three recent books which provide excellent reviews of the
subject of atoms in strong laser fields in general, Refs. [1, 2, 3]. The development
of this field of research is also well described in the Proceedings of the Interna-
tional Conferences on Multiphoton Processes [4, 5, 6, 7, 8, 9], the Proceedings of
the “Super-Intense-Laser-Atom-Physics” meetings [10, 11, 12], and in numerous
review articles (see, for example, [13, 14], as well as[15] for ATI, [16] for both ATI
and non-sequential ionization, [17, 18, 19] for HHG, and [20] for two-electron
atoms in strong laser fields). Our aim is to emphasize the common features of
HHG, ATI, and non-sequential ionization: the experimental conditions and
methods (Section 2), the history (Section 3), and the theoretical description
(Sections 4 and 5).

Our chapter is organized as follows: We begin by a brief discussion of the
experimental conditions for observing HHG, ATI, and non-sequential ioniza-
tion (Section 2). In Section 3, we present some typical experimental results and
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give a historical perspective for each of the phenomena. In Section 4, we review
the theoretical approaches to describe the phenomena in question. In Section 5,
we present a simple formulation of one of these approaches, called the strong
field approximation (SFA) and apply it to HHG, ATI, and non-sequential
ionization. We emphasize in particular its quasi-classical interpretation.
Finally, we conclude in Section 6.

2 Experimental Conditions and Methods

A typical (general) experimental setup for studying atoms in strong laser fields
is shown in Fig. 1. We discuss in turn the different elements of this setup.

2.1 Lasers

Lasers used to study atoms in strong electromagnetic fields have changed
considerably during the past decade. The intensity available has increased
from 10'* W cm~2 to 10" W cm 2. The pulse duration has decreased from
~10ps to ~10fs. The shortest laser pulses used today to study atoms in strong
laser fields are about 5 fs (two cycles) long. The advantage of using short pulses
is that atoms get exposed to a higher laser intensity before they ionize. This leads
to electrons with higher kinetic energy, a larger amount of non-sequential
ionization relative to sequential ionization and higher-order harmonics.

The repetition rate of the lasers has increased from a few shots per minute
for the Neodyme-glass lasers to 10-100 kHz for the recent titanium—sapphire
(Ti:S) lasers, allowing experimentalists to improve considerably the statistics of
the data, as well as to have access to a larger dynamical range. For example,
precision measurements of ATI spectra extending over five or more decades
have become possible (see, for instance, [21] and references therein) using lasers
with very high repetition rates.

XUV
Spectrometer

Ion or electron
Spectrometer

Fig. 1 Typical schematic experimental setup in the study of atoms in strong laser fields. An
intense short-pulse laser is focused into an interaction chamber which contains a gas of atoms.
Tons or electrons can be detected, e.g., with time-of-flight techniques. Alternatively, the
radiation which is emitted on axis can be analyzed with an extreme-ultraviolet spectrometer
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Many types of lasers have been used, ranging from excimer lasers (XeF [22]
or KrF [23], with wavelengths 193 nm and 248 nm, respectively), Nd:YAG,
Nd:Glass (1 um), Ti:S (800 nm), dye lasers, etc. In addition, the second harmo-
nics of these lasers [24, 25, 26], as well as different sum- or difference-frequency
mixing processes, involving, for example, an optical parametric amplifier [27,
28] or a Nd:YFL mode-locked laser to get into the mid-infrared range [29], have
also been employed. The processes of interest scale roughly as A2, which make
long wavelength lasers more interesting. In the last ten years, the “favorite” tool
has become the Ti:S laser, providing very short-pulse durations, high laser
intensities at high repetition rates.

The different parameters of the laser pulses, such as the polarization, the
focusing characteristics, the spatial, and temporal profiles, are often varied in
the experiments. For example, the studies of harmonic generation with pulses of
varying degree of ellipticity have been historically important to confirm the quasi-
classical description of the process (see below). Recent experiments do not simply
vary a given parameter, but attempt to shape a laser pulse (by varying, for example,
its phase, or its degree of ellipticity) in order to get a specific result. Bartels and
coworkers [30] have thus managed to enhance the generation of one harmonic
relative to the others by an order of magnitude by varying the phase of the laser
with a deformable mirror. The pulse was shaped using an evolutionary algorithm.

2.2 lonization Experiments

In the ionization experiments, the atomic gas is usually introduced with a leak
valve, in order to get a uniform gas density in the interaction region. Pressures
varying from 10~% to 10~ mbar are optimized in order to get the maximum
number of events, but at the same time to avoid space charge effects in the
interaction region as well as collisions in the detector tube. In the recent cold-
target recoil-ion momentum spectroscopy experiments [31, 32], supersonic gas jets
are also used, providing cold atoms in the interaction region (30K). Many
different atomic species have been investigated, especially in the early days: alkalis,
alkaline-earths, hydrogen (see, for example, [33]), and rare gases (we do not
discuss here the ionization of molecules or clusters in strong laser fields). The
first two species have relatively low ionization energies and, in the near-infrared
and visible regions, ionize mostly in the so-called multiphoton regime, where the
atom is not much perturbed by the laser field. The atoms that have been most
studied experimentally have been the different rare gases, from He to Xe. The
detection of ions with different charge states requires a time-of-flight spectro-
meter, with an acceleration stage where ions are accelerated, a field-free tube
where ions travel at different speeds, and a detector, e.g., multichannel plates or
an electron multiplier. The experimental measurement consists in varying the laser
energy and in detecting the number of ions produced as a function of the laser
intensity. Recently, measurements of recoil-ion momenta have been performed
using imaging detectors [31, 32].
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Electron energy spectra have been recorded with many different detectors.
The simplest one is the time-of-flight (TOF) tube, providing good resolution, but
limited efficiency. TOF detectors also allow one to record angular distributions
by varying the laser polarization with respect to the axis of the flight tube. The
detection efficiency can be increased by using a magnetic bottle [34] or a para-
bolic electrostatic mirror [35]. Of course, the information on the angle of emission
is lost but the detection efficiency increases from a few percent to 50%. Imaging
techniques [36, 37, 38] are now becoming more and more popular since they
allow one to get “the whole picture” (energy and angle) at once. Recently,
coincidence techniques have been used to detect only those electrons accompa-
nying a double ionization process [37, 38] (see the chapter of Ullrich and Voitkiv).

2.3 Photon Detection

In the high-order harmonic generation experiments, the gas medium is provided by
a gas jet, hollow fiber [39, 40], or a (small) gas cell [41]. The atomic density is usually
much higher than that in the ionization experiments, up to a few hundred mbar,
since the number of photons increase rapidly with the atomic density. This aspect is
described in more detail in the chapter of Sali¢res and Christov. Rare gases are also
the “favorite” species, for obvious technical reasons. In addition, some work has
been done with alkali ions [42], as well as alkali atoms using mid-infrared lasers
[29]. Photons are separated in energy and detected by an XUV spectrometer,
including a grating, sometimes a refocusing mirror, and a detector (electron multi-
plier). Lately, experimental investigations of high-order harmonics have concen-
trated on the characterization of the radiation in different conditions, in both space
[43, 44, 45, 46, 47, 48] and time [49, 50, 51, 52, 53, 54]. The characterization of the
spatial properties requires imaging techniques. The temporal properties of the
short-pulse radiation are usually measured by a cross-correlation or autocorrela-
tion technique based on photoelectron spectroscopy.

3 Typical Experimental Results and Historical Perspective

We now present a few typical experimental results and give a small historical
background for the three phenomena. Again, our emphasis is not to make a
thorough review but to illustrate the common features of the three phenomena.

3.1 High-Order Harmonic Generation

Harmonic generation in gases in the multiphoton regime have been studied
since the end of the 60’s. In this regime, the harmonic intensity diminishes
rapidly with the harmonic order and only a few orders can be observed.
In contrast, at high intensities, a typical harmonic spectrum exhibits a fast
decrease for the first few harmonics, followed by a long plateau, which ends
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up by a rapid cutoff. An experimental spectrum is shown for example in Fig. 2
[55]. It is the first HHG result obtained in a gas of neon with a short-pulse
(125 fs) 800 nm Ti:S laser. It shows odd harmonic peaks up to the 111th order
(even harmonics are forbidden owing to the inversion symmetry). The increase
of the harmonic efficiency at low orders is simply due to the grating response
not taken into account in the data. The spectrum shows a beautiful plateau up
to the ~ 87th harmonic. The efficiency then drops rapidly.

Recent experiments using very short laser pulses (in the 10fs regime) show
even higher orders, corresponding to energies ~ 500eV [56, 57]. An example is
shown in Fig. 3 [19]. The spectral range of the harmonic emission as well as the
conversion efficiency is presented for three different rare gases: Ar, Ne, and He.
The efficiency is highest in Ar, but the highest photon energies are obtained in He.

As discussed in more detail in the chapter of Saliéres and Christov, efficient HHG
requires not only efficient radiation of single atoms but also macroscopic constructive
interference of contributions of participating radiation sources, i.e., efficient phase
matching [58, 59]. The properties of the harmonic emission (ultrashort-pulse duration,
high brightness, good coherence) make it a unique source of XUV radiation, used in a
growing number of applications ranging from atomic [60, 61] and molecular

12.5nm

25 nm
¥ s 1 P S L 1 - L4

Fig. 2 Harmonic spectrum
taken in neon with a 125fs
800 nm titanium-sapphire
laser. The intensity is

1.3 x 10" W cm™2. The first
increase is simply due to the
grating response. The [
decrease at high energies is [ w Uw ‘ |
the harmonic cutoff. The il | d 1
spectrum extends up to the 21 51 81 111

Harmonic Signal (Rel. Units)

111th harmonic (from [55])

Harmonic Number

Fig. 3 Harmonic conversion
efficiency in Ar (filled 1078
circles), Ne (filled squares), tc>>' ~
and He (open triangles) with 2 10 \.‘\”
a7fs 800 nm laser pulse. The & _8 oxygen
intensities are, respectively, :J- 10 WMWN/W MMW K-edge
5% 10 Wem=2,2 x 107 & 10°F ‘? W
Wem 2, and 3 x 1015 W - ‘
cm~2. Results of % 1070 ¢ ‘ carbon
calculations including T ! K-edge

: 107" F !
propagation effects are 1 l
presented as dotted, dashed, 10-12 L

30 100 300

and solid curves, respectively
(from [19])
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[62, 63, 64] spectroscopy to solid-state [65, 66, 67] and plasma [68, 69, 70] physics.
The harmonic radiation is intense enough to induce non-linear optical processes in
the XUV range, as recently demonstrated by [71, 72, 73]. It can also be used to
generate extremely short (attosecond) light pulses [74, 75, 76, 77] (see the chapter of
Scrinzi and Muller). Recently, it was shown that the process of HHG itself can be
used for attosecond spectroscopy of molecular orbitals. The harmonic radiation is
proportional to the dipole matrix element between the recombining electron and
the molecular orbital of the valence electron. By using a tomographic method, the
molecular orbital could be reconstructed from the measured harmonic spectrum
and information could be gained on the structure of the molecule [78, 79, 80].
One can select the following milestones in the short history of this subject:

® First observations: The first experimental observations of the plateau in the
HHG spectrum were done in Chicago [22] and in Saclay [81] at the end of
the 1980s.

® FEarly work: Most of the early work has concentrated on the extension of
the plateau, i.e., the generation of harmonics of higher frequency and shorter
wavelength going progressively from ~20nm at the end of the 1980s
to ~7nm in the mid-1990s [23, 55, 82, 83, 84]. Today, harmonic spectra
produced with short and intense laser pulses extend to the water window
(below the carbon K-edge at 4.4 nm) [56, 57].

o Simple man’s theory: A breakthrough in the theoretical understanding of
HHG process in low-frequency laser fields was initiated by Krause and cow-
orkers [85] who showed that the cutoff position in the harmonic spectrum
follows the universal law I, + 3U},, where I, is the ionization potential, whereas
U, = €*E? /4muw? is the ponderomotive potential, i.., the mean Kinetic energy
acquired by an electron oscillating in the laser field. Here e is the electron
charge, m is its mass, and £ and w are the laser electric field and its frequency,
respectively. An explanation of this universal fact in the framework of a “simple
man’s theory” was found shortly afterwards [86, 87, 88, 89]'. According to this
model (also called three-step model) (see also note 1) harmonic generation
occurs in the following manner: first the electron tunnels out from the nucleus
through the Coulomb energy barrier modified by the presence of the (relatively
slowly varying) electric field of the laser. It then undergoes oscillations in the
field, during which the influence of the Coulomb force from the nucleus is
practically negligible. If the electron comes back to the vicinity of the nucleus, it
may recombine back to the ground state, thus producing a photon of energy 7,
plus the kinetic energy acquired during the oscillatory motion. According to
classical mechanics, the maximal kinetic energy that the electron can gain is
indeed ~ 3.2U,. A fully quantum mechanical theory, which is based on a
strong field approximation (SFA) and recovers the simple man’s theory, was
formulated soon after [90, 91].

! Itis worth reminding that the first formulation of the “Simple man’s model” was proposed in
1987.



Principles of Single Atom Physics 153

e FEllipticity studies: The simple man’s theory leads to the immediate consequence
that harmonic generation in elliptically polarized fields should be strongly
suppressed, since the electron released from the nucleus in such fields practically
never comes back, and thus cannot recombine [89, 92]. Several groups have
demonstrated this effect [93, 94, 95], and have since then performed systematic
experimental [96, 97, 98, 99, 100] and theoretical [101, 102, 103] studies of the
polarization properties of harmonics generated by elliptically polarized fields.

® Optimization and control: Progress in experimental techniques and theore-
tical understanding stimulated numerous studies of optimization and con-
trol of HG. These studies involved among others (for more complete
references see [17, 18, 19])

— Optimization of the laser parameters [30]

Generation by multicolored fields [24, 25, 26, 27, 28]

— Optimization of the generating medium [19, 39, 40, 41]
Characterization and optimization of the spatial and temporal properties
[43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54]

o HHG and quantum orbits: The microscopic physics (the quantum orbits)
behind high-order harmonic generation was shown in a series of experiments
investigating the temporal coherence of the harmonics [104, 105, 21]. These
quantum paths are easily predicted by the SFA approach, as described in
more detail in Section 5. Analysis techniques to extract these quantum paths
from (more exact) theoretical approaches, in particular the numerical inte-
gration of the time-dependent Schrédinger equation [106, 107, 108], were
also developed.

® Attosecond physics: Future applications of high harmonics will undoubtedly
involve attosecond physics, i.e., the physics of generation, control, detection,
and application of subfemtosecond laser pulses. Three types of proposals for
reaching the subfemtosecond limit have been put forward over the last few
years: those that employ ellipticity effects [109, 110, 111], those that rely on
phase locking between consecutive harmonics [92, 112, 113, 114, 115, 116],
and those that concern single harmonics [117, 118, 119]. The latter two
proposals have been realized in spectacular experiments: trains of 250 as
pulses, corresponding to the coherent superposition of harmonics 11-19
generated in argon, were measured by Agostini et al. [74] (see also [120] for
earlier indications), whereas a single isolated 650 as pulse was observed by
Krausz and his collaborators [75, 121]. These limits have recently been
extended to 170 as for pulses in a train [77, 122] using compression of the
intrinsically chirped attosecond pulses [123] in aluminum filters as well as
250 as for single attosecond pulses [76].

3.2 Above-Threshold Ionization

The phenomenon of ATI was the first characteristic phenomenon of the intense
laser-atom interactions detected experimentally ([124, 125], see also [15]). From
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the fundamental point of view, it is equally important as HHG, but its significance
for practical applications is more limited. It is “cleaner” in a way than HHG, since
macroscopic effects amount to performing a volume integration and in accounting
for the effect of the laser pulse on the ionized electrons, which is a much simpler
task than accounting for phase matching effects in harmonic generation. The
“gap” between single atom (microscopic) calculations and the actual experimental
results is smaller in ATI than in HHG, and comparisons between theory and
experiment are more precise and reliable.

We present in Fig. 4 a typical low-energy ATI spectrum [126], obtained in
xenon, with a 100 ps 1064 nm Nd:YAG laser. It shows a number of electron peaks
separated by the laser photon energy. The energy of these peaks is given by

E=n+s)hw— I, (1

where 7 is the minimum number of photons needed to exceed the atomic binding
energy and s is usually called the number of “excess” or “above-threshold”
photons carried by the electron.

Asin HHG, in the multiphoton regime, the intensity of ATI peaks diminishes
rapidly with the peak order. As the intensity approaches the non-perturbative
regime, the AC-Stark shift of the atomic states begins to play a significant role in
the structure of this spectrum. The first effect is the shift of the ionization
potential given roughly by the ponderomotive energy, U,. If the electron exits
the laser focus while the laser is still on, it is accelerated by the gradient of the
field. The quiver motion is converted into radial motion away from the focal
volume, increasing the kinetic energy by U, and exactly canceling the shift of
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the continuum. The electron energies are still given by Eq. 1. However, when the
ponderomotive energy exceeds the photon energy, the lower ATI peaks disap-
pear from the spectrum. This has been called peak shifting [125], since the
strongest ATI peak moves to higher order as the intensity increases. An example
of this effect is shown in Fig. 4: the peak labeled S0 has completely disappeared,
while the peak S1 is partly suppressed compared to higher-order contributions.

If the laser pulse is short enough (<1 ps), the field turns off before the
electron can escape from the focal volume. Then the quiver energy is returned
to the field and the ATI spectrum becomes much more complicated. The
observed electron energies correspond directly to the energy above the shifted
ionization potential:

E(short pulse) = (n+ s)hw — (I, + Up). ()

In this case, electrons from different regions of the focal volume are emitted
with different ponderomotive shifts. Any enhancement of the ionization prob-
ability due to resonance effects on AC-Stark shifted states will lead to a
substructure in the ATI spectrum [16, 127, 128, 129].

The above discussion is appropriate to the case of linear polarization where
the excited states of the atom can play a significant role in the excitation. In
a circularly polarized field, the orbital angular momentum must increase one
unit with each photon absorbed so that multiphoton ionization is allowed only
to states which see a large centrifugal barrier. The lower energy scattering
states cannot penetrate to the vicinity of the initial state so that the ATI
spectrum in circular polarization peaks at high energy and is very small near
threshold [130].

The experimental precision in detecting electron spectra increased signifi-
cantly from the mid-1990s owing essentially to higher laser repetition rates.
Thus, ATI spectra with many decades in number of counts could be recorded.
Amazingly, the spectra exhibit features somewhat similar to the HHG plateau.
After a steep decrease for the first orders, up to 2U,, the intensity of the ATI
peaks varies much less rapidly with a large plateau extending to ~ 10U,. An
example of such an effect is shown in Fig. 5 [131], obtained in xenon with
800 nm, 120 fs pulses at 1.5 x 10'* W cm~2. As described in more detail below,
this effect originates from the rescattering of the electronic wave packet on the
nucleus after some evolution in the laser field. While with linear polarization,
electrons are typically generated along the polarization’s direction, angular
distributions exhibit a much more complex (off-axis) structure at the edge of
the plateau(s), called “scattering rings” [132]. Similarly as for HHG we point out
the following milestones in the short history of this subject:

® First observations: The first experimental observations of above-threshold
ionization were done by Agostini and coworkers in Saclay in 1979 [124]. The
effect of the ponderomotive potential leading to “peak switching” was
shown by Kruit and coworkers in 1983 [125].
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® FEarly work: Most of the early work has concentrated on the low-energy part
of the spectrum, with the following important results (for more complete
references, see [13, 14, 15, 16]):

— Effect of the ponderomotive potential for long pulses [125]

— Influence of the laser polarization [130]

— ATI with short laser pulses, AC-Stark shifted resonances [127, 128, 129],
population trapping [133]

— Transition from the multiphoton to the tunneling regime, showing pro-
gressive disappearance of the substructures in the spectrum with increas-
ing intensity, going from Xe to He [134]

o ATI plateaus and scattering rings: Second-generation ATI experiments started
in the mid-1990s triggered by the development of high-repetition-rate lasers.
High kinetic energy electron spectra with an extended plateau [135, 136, 137] as
well as rings in the electron angular emission (in particular at the edges of the
plateau) [132, 138, 139] were observed.

e  Simple man’s theory: The better understanding reached in HHG processes,
thanks to the simple man’s model [86, 87, 88, 89],” made its impact on ATI as
well. ATI could now be understood as a combination of dominant direct
tunneling process (without returning to the vicinity of the nucleus) and
indirect processes in which the electron is rescattered one or several times
onto the nucleus. The ATI plateau and scattering rings were thus interpreted
in terms of rescattering processes, in the framework of the simple man’s theory

2 See Note 1.
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[140, 141]. More sophisticated quantum approaches [142, 143] showed that
the contributions of the relevant quasi-classical electron trajectories (orbits)
were interfering, so that the orbits were eventually called “quantum orbits”.

e FEllipticity studies: Perhaps the most complex and rich structure in ATI
spectra has been obtained in experiments in which the ATI electrons were
generated by elliptically polarized laser pulses. In contrast to ATI with linear
polarization, where the high-order ATI spectrum contains a single plateau
with a cutoff around 10U,, a staircase spectrum with several steps was
observed for elliptical polarization [144, 145, 146].

o FEnhancement of ATI peaks: The latest experiments [131, 147, 148, 149] report
an enhancement of groups of ATI peaks at specific values of the laser intensity.
These effects have been attributed to resonances with particular Rydberg states
[150, 151], to “channel closing” effects [148, 152], and to interfering quantum
orbits [151, 153].

3.3 Non-sequential lonization

Although ATI and HHG experiments are usually performed on multielectron
systems, the rare gases, they involve essentially the response of a single electron
to a laser field. However, at sufficiently high laser intensities, atoms undergo
multiple ionization. Such processes, observed for the first time in 1975 in alka-
line-earth atoms [154], necessarily involve many electrons. The simplest way to
understand multiple ionization when an atom is exposed to a strong laser field
is via the so-called sequential stripping mechanism, i.e., a sequence of single
electron ionization acts: ionization of the atom, then of the singly charged ion,
then of the doubly charged ion, and so on [155, 156].

The experimental study of the number of multiply charged ions produced as
a function of the laser intensity reveals that sequential ionization is not the
only mechanism responsible for double and multiple ionization. The existence of
a “knee” in the double ionization result observed for the first time in 1983 in xenon
[157, 158] indicates the existence of another process “direct” or “non-sequential”
responsible for the double ionization. We show in Fig. 6 results obtained in helium
with a 100fs titanium—Sapphire laser by DiMauro and coworkers [135]. The
number of singly and doubly charged ions is reported as a function of the laser
intensity in a double-logarithmic plot. The saturation effect observed for the singly
charged ions is due to saturation of ionization, which happens when most of the
atoms in the interaction volume get ionized. The first part of the doubly charged
ion curve follows that of the singly charged ions and saturates at the same
intensity. It means that both ion charges come from the same species, i.e., the
neutral atom in its ground state, so that the double ionization occurs via a non-
sequential process. At higher intensities, the number of He’>* ions increases again,
owing to sequential ionization.

Ton data such as those shown in Fig. 7 remained the only experimental
signature of multiple ionization processes in strong laser fields during a quarter
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Fig. 6 Ion yields in helium 1E6
with a 100 fs 780 nm laser
pulse. The solid curves are
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of a century. Very recently, however, recoil-ion momentum spectroscopy
measurements, directly reflecting the energy distribution of the electrons
emitted in a non-sequential ionization process, as well as electron—ion coinci-
dence techniques, gave a much better experimental insight into the origin of the
non-sequential process [31, 32, 37, 38, 159]. We show in Fig. 8 a recoil-ion
momentum measurement, performed in neon [31, 32]. Analysis of the momenta
distribution shows that the most probable explanation for the non-sequential
process is tunneling followed by rescattering leading to emission of a second
electron.

Similarly as for HHG and ATI, we point out below our selection of the
milestones in the short history of non-sequential ionization:

® First observations: The “knee” in the ionization yield of xenon was observed
in 1983 [157, 158].

e FEarly work: The main effort during the 1980s was to test the limits of the
sequential stripping mechanism with the available laser powers [156, 160]
and to understand the process responsible for the ionization of the different
charge states (multiphoton or tunneling) [155, 156, 160, 161]. The theory of
direct tunneling ionization had been formulated already in the 1960s by
Keldysh [162], and developed by Faisal [163] and Reiss [164] (KFR theory).
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Ammosov et al. [165] used this theory to derive tunneling ionization rates
(ADK rates) that have been extensively used in comparison with experi-
mental results.

® FExperiments with short pulses and high repetition rates: Non-sequential
ionization was “revived” at the beginning of the 1990 s with the development
of short-pulse high-repetition-rate lasers. Beautiful “knees” were observed in
the double ionization of helium using short-pulse Ti:S lasers [135, 166]. It
was rapidly extended to higher charge states and other atoms [167].

e Simple man’s theory and theoretical progress: This model also made its
impact on the understanding of non-sequential ionization. As a consequence
of electron rescattering on a parent ion, a second electron could be ejected
[89]. Another mechanism called shakeoff by analogy with single-photon
double ionization was proposed. In this model, ionization of the second
electron is due to adjustment of the wave functions after the ionization of the
first electron [166, 168]. Finally, collective tunneling was also discussed [169].
Several important theoretical approaches were developed in the late 1990s.
The so-called CRAPOLA model [170], which treats the first electron in the
framework of the single active electron (SAE) approximation [171], but
accounts for the effects of the first electron onto a second electron, was the
first to give evidence for dominance of the rescattering mechanism in
non-sequential ionization. The simple man’s model stimulated further
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Fig. 8 Quantum path distributions for the 27th and 15th harmonics in argon. The figures on

the left are obtained from TDSE calculations, whereas the ones on the right are due to the
SFA (from [107])

developments of the strong field approximation (SFA) [172, 173], with, for
example, inclusion of the Coulomb rescattering [174, 175]. Finally, enor-
mous progress has been achieved in numerical simulations of multielectron
ionization processes [176, 177, 178, 179, 180, 181, 182].

e FEllipticity studies: 1If rescattering is the dominant process leading to non-
sequential ionization, it should be very sensitive to the laser degree of polar-
ization. This was indeed the findings of a series of experiments performed
in the late 1990s [94, 183, 184].

® FElectron and ion momentum distributions: Using cold-target recoil-ion
momentum spectroscopy (COLTRIMS) [31, 32] and electron—ion coinci-
dence [37, 38, 185], it is now possible to get new insights into the physics
of non-sequential ionization and to confirm in particular the correctness of
the rescattering mechanism.

In conclusion, there are obviously many common points in the physics (as well
as in the history) behind the three phenomena reviewed in this chapter. A unified
view of HHG, ATI, and non-sequential ionization, originating from simple
man’s model, formulated within the strong field approximation and expressed
in terms of quantum orbits, is slowly emerging [153, 186]. It will be presented in
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more details in Section 5. In the next section, we review the theoretical methods
that have been used to treat the problem of an atom in a strong laser field.

4 Theoretical Methods

The theoretical problem consists in finding the time-dependent wave function
of an atom with several active electrons. Strictly speaking, we need to solve the
time-dependent Schrodinger equation that describes the interaction of a many-
electron atom with a laser field. During many years, theorists have concentrated
their effort on solving the problem of a hydrogen atom, or more generally, a
single active electron (SAE) [171] atom in a strong laser field. In this SAE
approximation, the role of electronic structure in an atom is to determine an
effective (for instance, Hartree—Fock) static potential felt by the (active) elec-
tron interacting with the laser field (for a discussion of some two-electron
effects, see, for instance, [187, 188, 189]). In this section, we review the main
methods that have been used to calculate the response of a single atom to a laser
field within the SAE approximation.

We can identify four types of methods that have been used to solve the
“one-electron” problem: the numerical methods, the classical phase space aver-
aging method, the pseudo-potential model, and the strong field approximation,
which we will present in some detail in Section 5.

® Numerical methods: The aim of these methods is to solve numerically the
time-dependent Schodinger equation (TDSE) describing an atom in the
laser field. Since the laser field oscillates periodically (at least in the adiabatic
case, i.e., for long pulses), one of the possible approaches is to use a Floquet
analysis ([190]; for a recent review, see [14, 191]). However, the direct
integration of the TDSE is far more often used (for a review, see [13, 192]).
In one dimension, such integration can be performed using either the finite
element (Crank-Nicholson), or split operator techniques; in the context of
ATI and HHG, it has been first used by the Rochester group [15, 193], but
then employed by many others as a test method. In three dimensions, the
numerical methods have been pioneered by Kulander [171, 194], who used a
2D finite element (“grid”) method. Pretty soon it was realized that basis
expansion methods that employ the symmetry of the problem (i.e., the
spherical symmetry of a bare atom, or the cylindrical symmetry of an
atom in a linearly polarized field) work much better [195, 196]. Modern
codes use typically expansions in angular momentum basis and solve the
coupled set of equations for the radial wave function using finite grid
methods (cf. [85]), Sturmian expansions [197, 198], or B-spline expansions
[199, 200]. Most of those codes are quite powerful and allow one to calculate
the atomic response directly in three dimensions [23, 197, 198, 201, 202]
without adiabatic approximation [117]. Many seminal results concerning
especially harmonic generation have been obtained using direct numerical
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methods: For example, the first observation of the I, +3U, law [85], the
importance of pulse shape and blue shifting effects [203, 204, 205], and the
proposal of subfemtosecond pulse generation [19, 117, 206, 207, 208].

® Classical phase space averaging method: A lot of useful information about
atom-intense laser interaction processes can be gained from a purely classi-
cal analysis of the electron driven by the laser field. In order to mimic
quantum dynamics, classical Newton equations are solved for an ensemble
of trajectories generated from an initial electron distribution in the phase
space. This distribution is supposed to reproduce the true quantum initial
state of the system, so that averages over this distribution are analogs of
quantum averages. Such approach has been developed in the context of
HHG by Maquet and his collaborators [209, 210].

® Pseudo-potential model: Many important results in the theory of harmonic
generation have been obtained by Becker and his collaborators who have
solved exactly (and to a great extent analytically) the zero range pseudo-
potential model [211]. In this model, the electron is bound to the nucleus via
the potential

Vir)=—6(r)=—r (3)

where m is the electron mass. This potential supports a single bound state
with the energy —I, = —x?/2m. This model, originally formulated in the case
of a linearly polarized field, was extended to one-color [101] and two-color
[212] fields with arbitrary polarization and used to study the polarization
properties of harmonics generated by elliptically polarized fields [213]. It also
accounts for the ground state depletion [214]. Structures in the harmonic
spectra are associated in this model to above-threshold ionization channel
closings [215], rather than with quantum interferences between the contribu-
tions of different electronic trajectories [216]. Nevertheless, Becker’s model
leads to the same final formulas for the induced atomic dipole moment as
the SFA theory described below, and essentially to the same results (for a
detailed comparison, see [103]).

5 Strong Field Approximation

In this section, we present the strong field approximation (SFA) to the time-
dependent Schrodinger equation. It is a generalization of the Keldysh—Faisal—
Reiss approximation [162, 163, 164]. A first formulation of the SFA for har-
monics can be found in [217]. We begin by a general derivation and a discussion
of the conditions of validity, before applying the theory to the three phenomena
reviewed in this paper. More details of our version of the SFA can be found in
the series of Refs. [90, 91, 102, 143, 216, 218], and in the review [17, 18].
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5.1 Derivation of SFA

We consider an atom (or an ion) in a single electron approximation under the
influence of the linearly polarized laser field E(z) = (E(¢) cos (wt),0,0). In the
length gauge, the Schrodinger equation takes the form

/e
B 2m

ih|\v(x, 1)) = + V(x) — E(t) cos (wt)ex | |¥(x, 1)). (4)

Initially (i.e., before the turn-on of the laser pulse), the system is in the ground
state, denoted as |0), which in general has a spherical symmetry.

We assume that /, > 1 in units of the laser photon energy (typically
I, ~ 5—20 laser photons) and that U, is comparable or larger than /,. We
start our discussion by considering the case when ionization is weak, so U,
should be large, but still below the saturation level, Ug,;, when all atoms ionize
during the interaction time. In this regime of parameters, the tunneling theory
[162, 163, 164, 165] becomes valid [156]. The intensities are large enough
(10" —10" W cm™2) so that intermediate resonances, including dynamically
induced ones (see, for instance, [127]), play no role. The electron undergoes
transitions to continuum states which we label by the kinetic momentum of the
outgoing electron |q). These are eigenstates of the free Hamiltonian correspond-
ing to outgoing electrons with kinetic momentum q:

hZ 2 2
- vl = £l )

Since we use an expansion into eigenstates of the free Hamiltonian, we account in
principle for the Coulombic correction to the asymptotic phase shift of the states
|q) when V(x) is a long-range potential. The electron leaves the atom typically
when the field reaches its peak value. The effect of the force due to the potential,
—VV(x), is then negligible. As the electron is accelerated in the field, it immedi-
ately acquires a high velocity, so that the role of V(x) is even less pronounced.
That is particularly true if the electron returns to the nucleus with a large kinetic
energy of the order of U,. At the turning points, the electron velocity might be
quite small but these points are located typically very far from the nucleus.

The above considerations suggest that the following assumptions should be
valid in the regime of parameters that we consider:

(a) The contribution to the evolution of the system of all bound states except
the ground state |0) can be neglected.

(b) Inthe continuum, the electron can be treated as a free particle moving in the
electric field with no or little effect of V(x).

For intensities much smaller than saturation intensity, we can additionally
neglect the depletion of the ground state. Otherwise, the depletion of the ground
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state has to be taken into account, as discussed in Section 5.2. Assumption
(b) is non-questionable for short-range potentials, but is also valid for hydro-
gen-like atoms, provided Uy, is large enough. Generally speaking, assumptions
(a) and (b) hold when there are no intermediate resonances and when the
Keldysh parameter v = +/I,/2U,, is smaller than one, i.e., in the tunneling or
over-the-barrier ionization regimes. The latter condition requires 7, < 2U, and
implies that (i) when the electron is born in the continuum it is under the
influence of a very strong laser field and (ii) when it comes back to the nucleus
it has a large kinetic energy, so that the atomic potential force can be neglected.
Obviously, the latter implication concerns only highly energetic electrons,
e.g., in the case of HHG those responsible for the production of harmonics of
order (2M + 1)hw > I,.

There are, as we mentioned, several theoretical approaches that incorporate
assumption (b) in solving Eq. (4) [162, 163, 164, 165]. We here follow Ref. [219,
220], since this approach is more closely related to standard methods of quan-
tum optics, in the sense that it neglects, or treats as a perturbation, part of the
interaction Hamiltonian. Quite generally (both for short-range and long-range
potentials), the continuum—continuum (C—C) matrix element can be expanded
into the most singular part and “the rest” (less singular or regular), as

(qlex|q’) = iehVy6(q — q') +g(q,q'). (6)

The first term on the right side in Eq. (6) describes the motion of the free
electron in the laser field. The second term is responsible for electron rescatter-
ing processes. On the energy shell (¢2/2m = (¢')* /2m), this term is related to the
scattering amplitude for the potential V(xg. If during rescattering the electron
absorbs at least one photon, |¢>/2m — (¢')°/2m| > 1. Far from the energy shell
g(q,q’) depends on the momentum transfer q — q'.

Assumption (a) implies that the time-dependent wave function can be
expanded as

[W(x, 1)) Zeil"'/h(a(f)|0>+/d3qb(q7 0la)), )

where a(7) is the ground state amplitude and b(q, ¢) are the amplitudes of the
corresponding continuum states. We have factored out here free oscillations of
the ground state amplitude with the bare frequency /,. The Hamiltonian
governing the evolution of ¥(x, ¢) can then be projected onto the space spanned
by |0) and the continuum states |q). The projected Hamiltonian can be divided
into two parts:

H=Hy,+ Hi, (8)
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where
3 q2
Ho =~ )0+ [ Ea 3l
— E(1) coswt / d*q[d.(q)]0)(q| + h.c] 9)
— iieE(r) cos wr / d’q / dqa)V,.5(a — 4) g,
while

H, =—E(1) coswt/d3q/d3q/|Q>gx(q7q/)<‘l/|- (10)

Here d(q) = (q|ex|0) denotes the atomic dipole matrix element for the bound-
free transition and d,(q) is the component parallel to the polarization axis. Hy
includes dominant effects of the motion of the electron in the laser field, whereas
H, takes care for rescattering.

The Schrodinger equation for the amplitude b(q, 7) reads

, 2
hb(q,t) = — 1<2q—m + Ip) b(q, 1) +1E(z) cos(wt) di(q)

— heE(t) cos(wt) 8%(2’ 2 (11)

+iE(1) cos(wr) / d*q'g«(q,q)b(q’, 1).

In writing Eq. (11), we have neglected the depletion of the ground state, setting
a(t) = 1 on the right hand side. The whole information about the atom is thus
reduced to the form of d(q) and g(q,q’).

A generalized strong field approximation may now be formulated as a
systematic perturbation theory with respect to H;. Zeroth-order SFA corre-
sponds to the exact solution of the Schrodinger equation generated by Hy only.
The Schroédinger equation reduces to the first two lines in Eq. (11), and its
solution takes the form

bo(q, 1) = i/otdt'E(l')cos(wt')dx(q +e(A(1) — A1) /c) 0

o ot o A are(AO)-A@) /e [2me 1y
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where A(f) is the vector potential. Introducing the canonical momentum
p=q+eA(t)/c, we get

bo(q, 1) —i /O 47 E(1) cos(w! )du(p — eA(r) /) .

o o i [y A p-eAl) e 2t Iyl

The interpretation of this result is straightforward. by(q, t) is a sum of prob-
ability amplitudes that the electron is born in the continuum at time 7
with the canonical momentum p. These amplitudes are given by the first two
factors in the integrand of Eq. (13). They are then propagated until time ¢, and
acquire a phase factor exp(—iS(p, 7)), where S(p,t,¢) is the quasi-classical

action:
S(p,l,t’):/ﬂtdl" (—( *e‘;’; )/¢) p>. (14)

The effect of the atomic potential is assumed to be small between 7 and ¢, so that
S(p, t,7') actually describes the motion of an electron freely moving in the laser
field with a constant canonical momentum p. Note, however, that S(p, 7,7') does
incorporate leading effects of the binding potential through its dependence on
I,. This zeroth-order solution will be used to describe high-order harmonic
generation (Section 5.2), as well as the “direct” tunneling process in ATI (see
Section 5.3).

Inserting the zeroth-order solution on the right hand side of Eq. (11), we
obtain the first-order correction to SFA with respect to the rescattering term

t i
——/ dl’/ dl"/d3p' E({") cos(wt')
0 0

X gx(P - EA([/)/c, p’ — eA(t')/c)e*iS(PJ,t’)
x E(1") cos(wt”)dy(p' — eA(1”)/c)e 5P,

(15)

The above expression has also a simple physical meaning. The electron makes
transitions to the continuum at 7 with the amplitude

E(t") cos(wt”)d.(p' — eA(t")/c).

The kinetic momentum of the electron is then ¢’ = p’ — eA(t”) /c. The amplitude
is then propagated until #, when the electron undergoes rescattering, followed
by subsequent propagation until z. The propagation in both cases consists of
accumulation of phase factors, expressed as exponentials of 7/ times the corre-
sponding quasi-classical actions. This first-order correction to the solution of
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the Schrodinger equation will be used in the description of ATI processes
(Section 5.3).

5.2 Strong Field Approximation for HHG

The harmonic components are given by the Fourier transform of the time-
dependent dipole moment ex(7) = (U(x,1)|ex|V(x,)). ex(r) can be expanded
(in the zeroth-order approximation) as

extt) = [ Padi@hnlan + co. (16)

where by(q, ?) is given by Eq. (12). The time-dependent dipole moment can be
expressed as

ex(1) =i/0tdt’/d3p E(1") cos(wt')d.(p — eA(t)/c)

X dy(p — eA(7) /c)e 5P 4 ¢,

(17)

The integral over p can be approximated using the saddle point method as

! T 32
ex(r) :1/0 dr <1/+ iT/ZmE)

x d(ps — eA(1)/c) exp (—iS(py, 1, 7))
x E(t — 1) cos(w(t — 7))dy(p, — eA(t — 7)/c) + c.c.,

(18)

where v is a positive regularization constant. We have introduced a new vari-
able, the return time 7 = 7 — 7, which is the time the electron spends in the
continuum between the moments of tunneling from the ground state and
recombination back to the ground state. The saddle point value of the momen-
tum (stationary point of the quasi-classical action) is given by

p. = p.(t,7) = /_[ dr eA(7)/cr. (19)

Note the characteristic prefactor (V+iT/2mh)73/ % in (20) coming from the

effect of quantum diffusion. It cuts off very efficiently the contributions from
large 7s and allows often one to extend the integration range from 0 to infinity.
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This expression (Eq. (18)) can be generalized to an elliptically polarized
field E(¢), and ground state depletion can be taken into account (for details,
see [91, 102]):

t - 3/2
ex(t) = i /0 dr <7) d*(p, — eA(1)/¢) exp (—iS(p,, 1, 7))

v+ it/2mhi (20)

x E(t —7)d(p, — eA(t — 7)/c)a*()a(t — T) + c.c.

The field-free dipole transition element from the ground state to the con-
tinuum state characterized by the momentum p can be approximated by
[91, 221]

_ 127/2a5/4 p

T (pita)t ey

d(p)

with o = 2ml,, for the case of hydrogen-like atoms and transitions from s
states.

Finally, the amplitude of the ground state fulfills in general the integrodif-
ferential equation:

a(t) = /0 drl(¢, 7)a(t — 1),
where

i

32
M) =(s ) E OO0~ AW/0) expl-isr.r.7)

x E(t—7)-d(p, — eA(t — 7)/c).

(22)

When the pulses are not too short and not too strong, and the change of a() on
the time scale of one period of the fundamental frequency is small, we can make
a series of approximations: a(¢) ~ — fot drT'(¢,7)a(t), so that

att) = exp(~ [ 0rar ).

where (1) = f(; d7I'(¢,7). Furthermore, () can be approximated by its
average over one laser period I'(¢) =+ ,HTv(l’ )d? where T = 27/w. The inten-
sity-dependent ionization rate is twice the real part of the (complex) decay rate

I(1).
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Expressions (20) and (22) result from a single active electron approximation.
In the case of rare gas atoms, all electrons on the outer shell can be “active”. In
the case of He, with two (equivalent) s electrons in the ground state, the total
dipole moment and the total ionization rate are simply given by twice the above
expressions (Egs. (20) and (22), respectively). In the case of the other noble gases
(six p electrons on the outermost shell in the ground state, two in each of the
m = —1,0,1 states), the procedure is more complex. The two expressions
(Egs. (20) and (22)) should be replaced by twice the sum of contributions
from each magnetic quantum number m = —1, 0, 1; each of those contributions
should be calculated by replacing Eq. (21) by an appropriate field-free dipole
matrix element describing the transition from the £ = 1,m = —1,0, 1 states to
the continuum. Fortunately, the dependence of the dipole moment and ioniza-
tion rate on the details of the ground state wave function is rather weak, and
typically reduces to an overall prefactor [91, 102] that determines the strength of
the dipole but not the form of its intensity dependence. For these reasons, in
most of the calculations for noble gases other than helium, we still use the s-
wave function to describe the ground state (Eq. (21)), but multiply the results by
an effective number of active electrons, n,] ~ 4. Total ionization rates of helium
and neon calculated with ne = 2,~ 4, respectively, agree very well with the
ADK ionization rates [165].

The two expressions (20) and (22) have the characteristic semi-classical
form that can be analyzed in the spirit of Feynman path integrals: they contain
(from right to left) transition elements from the ground state to the continuum
at t — 7, a propagator in the continuum proportional to the exponential of i
times the quasi-classical action, and finally transition elements from the con-
tinuum to the ground state. Applying the saddle point technique to calculate the
integral over 7 (and ¢ if one calculates the corresponding Fourier components or
time averages), one can transform both expressions into sums of contributions
corresponding to quasi-classical electron trajectories (labeled by n), character-
ized by the moment when the electron is born in the continuum ¢, — 7, its
canonical momentum p, (¢,,7,) (see Eq. (19)), and the moment when it recom-
bines #, [91, 216]. Since we deal here with tunneling processes (i.e., where
electrons pass through a classically forbidden region), these trajectories are in
general complex. Typically, only the trajectories with short return times Re(r)
contribute significantly to the dipole moment (Eq. (20)); The number of rele-
vant trajectories with, for example, return times shorter than one period is ~ 2.

The Kth Fourier component of the dipole moment (Eq. (20)) can then be
written in the form

exx =Y ayexp{~iS[p,. tn, 7]/}, @)

where the sum runs over the relevant trajectories (quantum orbits), a, is a
corresponding amplitude, and S denotes the action. This corresponds indeed
to a Feynman’s path integral: The sum is, in fact, an infinite-dimensional
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functional integral, which reduces, in the framework of the SFA, to a sum over a
few quantum orbits.

To understand in more detail how this reduction works, we apply the saddle
point technique, not only to calculate the integral over p but also to evaluate the
remaining integrals over 7 and ¢. This method is asymptotically exact provided
Uy, I, and K are large enough. The saddle point equations that arise from the
derivatives of the classical action (Eq. (14)) take the form

VoS(p, 1,7) = x(1) — x(t — 7) = pr/m — /t dt” eA(t")fme = 0, (24)

2
8S(g,Tt, ) _ (P eAé’m —OI L, (29)

OS(p,1,7) _ (p—eA(n)/c)’ (p—eA(t—1)/¢)* _

ot 2m 2m

Khw. (26)

The first of these equations indicates, as already mentioned, that the only
relevant electron trajectories are those such that the electron leaves the nucleus
at time ¢t — 7 and returns at 7. Eq. (25) has a somewhat more complicated
interpretation. If 7, were zero, it would simply state that the electron leaving
the nucleus at # — 7 should have a velocity equal to zero. In reality, /;, # 0 and in
order to tunnel through the Coulomb barrier the electron must have a negative
kinetic energy at ¢ — 7. This condition cannot be fulfilled for real s, but can
easily be fulfilled for complex 7s. The imaginary part of 7 can then be inter-
preted as a tunneling time, just as it has been done in the seminal paper of
Ammosov et al. [165]. Finally, we can rewrite the last expression (26) as

(p— cA(r)/¢)’

o + 1, = Epiy(t) + I, = Khw. (27)

This is simply the energy conservation law, which gives the final kinetic energy
of the recombining electron that generates the Kth harmonic.

These equations can be used to derive for instance the cutoff law. Indeed,
Eq. (27) clearly says that the maximum emitted harmonic frequency is given by
the maximum possible kinetic energy the electron has at the moment ¢ of
collision with the nucleus. Qualitatively, this conclusion is fully consistent
with the classical model of Refs. [88, 89]. Quantitatively, there are differences,
since Egs. (24) and (25), which have to be considered together with Eq. (27),
naturally account for the tunneling process and its influence on the electron
kinetic energy at the moment it encounters the nucleus again. Perhaps the most
important quantum mechanical effect, however, is implied by expression (23):
the amplitude of the Kth harmonic is a sum of interfering contributions corre-
sponding to different electronic trajectories. The interfering contributions have
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a phase (given by the real part of the classical action) which is intensity
dependent. We can write Eq. (23) as

exy = Z ay exp{—ia,I}, (28)

where the coefficient «, is the factor in front of the laser intensity for each quantum
path labeled by n. To illustrate the meaning of this expression, we present in Fig. 8
quantum path distributions obtained in argon, using TDSE (left) and SFA (right)
for the 27th (top) and 15th (bottom) harmonics [107]. Each vertical line represents a
quantum path, and the color code indicates their respective weight. There are
mainly two of them with the TDSE, whereas the SFA seems to emphasize only
one. The induced intensity-dependent phase, approximately given by S = Up,
where 7 is the electron return time [216, 218], plays an important role in propaga-
tion, phase matching, and attosecond pulse generation (for more details, see the
chapter of Saliéres and Christov). The fact that several quantum orbits contribute
to harmonic generation has been experimentally shown [104, 105, 21]. As an
example, we present in Fig. 9 an experimental result [104] showing a spatial
distribution resulting from the interference of two (equivalent) 15th harmonic
beams, separated by a time delay of 0fs on the left and 15fs on the right. There
are clearly two spatial regions (a central one and an outer ring) with two different
coherence times, since the interferences have disappeared after 15fs on the outer
ring, but are still present on the central part. This effect is due to the influence of
two different quantum orbits (see Fig. 8), leading to different spatial and tem-
poral characteristics.

15 th harmonic (53 nm)

Fig. 9 Spatial distribution resulting from the interference of two (equivalent) 15th harmonic
beams generated in Ar, separated by a time delay of 0 fs on the left and 15 fs on the right. There
are two spatial regions, with two different coherence times. This effect has been interpreted in
terms of two contributing quantum paths, with different phase behavior, leading to different
spatial and temporal properties (from [104])
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5.3 Generalized Strong Field Approximation for ATI

ATI is described by the combination of Eqs. (13) (“direct” tunneling) and (15)
(rescattering), taken at the end of the laser pulse 1 = tg. Note that, in the limit
1 — oo, we can assume A (1 — oo) = 0 (see [143] for details), so that canonical
and kinetic momenta are the same (p = ¢). To analyze these expressions in a
quasi-classical sense, we perform the integrals entering those expressions using
a saddle point method. This method [90, 91] is expected to be accurate when
both U, and I,,, as well as the involved momenta p and p’, are large. Since
the quasi-classical actions are proportional to I,, Up, ¢°, etc., the factors
exp(—iS/h) are rapidly oscillating, and the integrals can be approximated by
the value of the integrands at the stationary points of the quasi-classical actions.
Such a procedure is legitimate provided d, and g, are slowly varying and in
particular are non-singular at the saddle points of the actions (see discussion in
[91]). As shown below, the advantage of our approach is that it captures the
essential underlying physics.
The zeroth order term describing direct tunneling becomes then

bo(a, tr) o< i) A,E(1,) cos(wt,)di(p — eA(r,)/e)e P10, (29)

where the sum is extended over the saddle points enumerated by #, #, denotes
the time at which the electron tunnels out, f¢ is the final time, and A, is the
amplitude of the nth saddle point contribution.

The saddle points are derived from the condition

(p—eA(1)/c)

5 +1,=0. (30)

In general, the trajectories are complex, and there are four families of solutions
of Eq. (30): t + 2nk, —t + 2nk, t* 4+ 2nk, —t* + 2nk, where k is an integer. The
summation over this sequence of saddle points leads eventually to appearance
of peaks in the spectrum at p?/2m = Nhw — I, — U,, where N is an integer.
Only two of these families contribute to Eq. (29), since the action S(p, tg, )
must have a negative imaginary part to describe appropriately an exponential
decay of the ionization amplitudes.

It is interesting to note that even for /, =0, and 6 = 0 (angle between p
and the direction of the field), there does not exist real solutions (real quantum
orbits) for p>,/4Uym. This indicates that there is a cutoff for electrons of
kinetic energies higher than 2U,,. Note also that since there are contributions of
two families of trajectories to each of the ATI peaks, the probability amplitude
of direct tunneling displays in general interference effects. We stress that thisis a
generic feature that occurs also when we consider rescattering events.
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A similar analysis can be done for the first-order solution (15). In this case,
the result is

1(q, tr) ZA,, )ycos(wt,)gy(p — eA(r) /e, p', — eA(t))/c)
(31
x e SPL) E(r7, ) cos(wt” ) dy (P, — eA(t” )/ c)e SWnhnt ),

where the saddle points are stationary points of the sum of actions

S(p, tr, ')+ S(p', 7', 1), with respect to 7/, ¢”, and p'.
The saddle points are solutions of the following set of equations:

(P, — €Aty —7)/¢)®

+1, =0, (32)

t,
pr/m - [ AT =0, (33)
t,—T

(b~ eA()/c) (0, — eA(s)/e) _ -
2m 2m
where we have introduced the return time 7 = #,, — ¢,

The first of the above equations in the limit /, — 0 expresses the fact that
the main contribution comes from the electrons that leave the nucleus at time
t7 = t, — 7 with zero kinetic momentum, but with canonical momentum p’. The
second equation determines the value of p’ which allows the electron to return to
the nucleus at 7. Finally, the third equation describes rescattering at 7, and simply
states that the kinetic energy is conserved in this process. Neither the canonical
momenta (p) nor even the kinetic momenta (p — eA/c) have to be conserved at 7,.
The kinetic momenta may undergo a change of sign (backward scattering).

Generally, there are many families of solutions of Egs. (32, 33, 34). In the
limit /, — 0, each of these families contains different values of 7 corresponding
to trajectories with one or several returns of the electron to the nucleus at 7,.
Due to quantum diffusion, trajectories with a single return are the most relevant
ones. Even when we restrict ourselves to the families of trajectories with single
returns, there are still four families corresponding to different values of /. Each
of the families contains an infinite number of solutions ¢, 4+ 2nk, where k is an
integer. Only some of these families contribute, however, to Eq. (31) since they
must also fulfill the condition that the imaginary parts of S(p,zr,7) and
S(p', ', t") are negative.

For § =0, I, = 0, the saddle point equations become particularly simple.
For instance, Eq. (34) implies that we deal either with forward scattering

P=r, (35)
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or backward scattering

p=—p,+2eA(1,)/c. (36)
On the other hand,
t, — 7 = arccos(p,//4Uym), (37)

ie., t;, — 7 is real, provided pj, is real and p/,/\/4U,m < 1. One may ask how
large p can be to have real solutions of the saddle point equations and thus lack
of decay of probability amplitudes (i.e., plateau structures). For the forward
scattering obviously the condition is p,/\/4U,m < 1, i.e., p*/2m < 2U,. For-
ward scattering is expected in this limit to affect most significantly low-energy
part of the ATI spectrum. It is a little trickier to consider the case of backward
scattering. Setting 2¢A (7)) /c to its extremal value —2/4Upm, we obtain for the
case of backward scattering that p > —3,/4U,m, i.e., p*/2m < 18U,. This
estimate is obviously exaggerated, but it clearly indicates that backward scatter-
ing might in principle affect the parts of the ATI spectra that correspond to
much higher energies, which indeed is the case (see Ref. [143] for detailed
calculations of ATI spectra using the SFA).

Again, as an illustration of this formalism, we present in Fig. 10 an experi-
mental ATI spectrum, obtained for elliptical polarization [21]. To each plateau

polarization ellipse

104 20 a.u. ®30°
— :/H_EH\ }ﬁﬁj £
T — )
103} ;
8
=
3
3
102} \
4 \
107 "
\
100 1 . . \
0 10 20 30 40 50 60

electron energy [eV]

Fig. 10 ATI spectrum in xenon for an elliptically polarized laser field with ellipticity £ = 0.36
and intensity 7.7 x 10'> W cm~? for emission at an angle with respect to the polarization axis
as indicated. The different steps of the spectrum are shaded differently. For each step (from
left to right), the responsible quantum orbits, calculated from the stationary action principle
(see text) are displayed above (from top to bottom). The crosses mark the position of the atom,
and the length scale of the orbits is given in the upper left of the figure (from [21])
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shown in this figure, it is possible to associate a quantum orbit (or quantum
path), derived from Egs. (32, 33, 34).

5.4 Generalized Strong Field Approximation
for Non-sequential lonization

To our knowledge, a time-dependent formulation of the SFA for multielectron
problems such as non-sequential ionization has not been presented in the
literature so far [222]°. A related generalized S-matrix theory [172, 173, 186]
has been very successful in explaining experimental momentum distributions. It
was also stressed [174, 175] that to get full quantitative agreement with the
experiment, Coulomb refocusing of the electron trajectories has to be
accounted for. In the following, we will not attempt to derive the time-depen-
dent version of the SFA for two electrons, but we will rather follow the “mini-
mal correlation” approach of Becker and his coworkers, which leads to a
description of non-sequential ionization in the form of a Feynman sum over
few relevant electronic trajectories.

Here the process in question involves two electrons, which have the final
momenta p; and p,, respectively. Let /5, be ionization potential for two-electron
ionization (i.e. —/Iyp is the ground state energy), and let /;, be the ionization
potential for a singly charged ion (i.e., —/jp is the energy threshold for con-
tinuum states with one electron freed from the nucleus). Let #, — 7 denote the
time at which the first electron tunnels out, ¢, the time at which it rescatters on
the nucleus, and 7 the return time, i.e., the time the first electron needs to come
back to the nucleus. Let p, denote the canonical momentum of the first electron
born in the continuum at ¢, — 7. With this notation the stationary action
equations become

(p, — eA(ty —7)/¢)*
2m

In
O / A(7)di =0, (39)
f

c n—T

+ 12p — Ilp =0, (38)

(b1 = eA(1:)/0)* | (b2 = eA(t)/c)* (b, — eA(t)/c)”
2m 2m 2m

+ 1, =0. (40)

Again, there are typically several physically relevant families of solution of these
equations. Summation over such families in the expression of the form Eq. (23)
leads eventually to appearance of peaks in the energy spectrum at
2 2
Pi P2
—+ == —2U, — I
m + m Nhw Up 2ps

3 Some steps toward such formulation have been achieved.
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where N is an integer. The analysis of the above equations. allows both for
qualitative understanding of the non-sequential ionization process and for
quite accurate quantitative description of momentum distributions [172,
173, 186].

6 Conclusion

We have presented a review of the physics of atoms in strong laser fields,
concentrating on the single atom response. We hope that the readers of this
chapter will share our opinion that even the “simple” single atom physics is only
apparently simple, and is in fact very rich and leads to a whole variety of
fascinating phenomena and applications.

We have focused in this chapter on an accurate description and explanation
of HHG, ATI, and non-sequential ionization provided by SFA, which in turn,
when analyzed using the stationary phase principle, leads to a unified descrip-
tion of all of the considered processes in terms of Feynman integrals, or better to
say Feynman sums over few relevant electronic trajectories.

The readers should not get the impression that SFA explains and describes
everything and that there are no more open challenging problems in the physics
of single atoms in strong fields. Our aim was to convince the readers that a lot
has been already achieved in this area, and a lot can be understood using the
elegant language of Feynman’s path integrals. Nevertheless, the area is still full
of open problems and challenges.

In HHG for instance, the problem of optimization of generation process is
far from being solved and may lead to many surprises in the future. Applica-
tions of HHG has just begun to arise, and one expects a lot of activities in this
area. Optimal generation of attosecond pulses, or pulse trains, is another issue.
Attophysics is being now born and there are numerous open questions con-
cerning applications of attosecond XUV pulses, in particular for time-resolved
attosecond spectroscopy (TRAS). The first steps toward this direction has been
recently achieved by Krausz and his collaborators, who have used attosecond
pulses for monitoring an Aug decay [223] as well as for visualizing an optical
light wave [224].

ATI seems to be the area in which many of the fundamental questions have
been already answered. Even this point of view is misleading: for instance, ATI
and more generally electron scattering in the presence of strong laser light is
becoming a test ground for attophysics [76, 122].

Finally, the systematic study of multielectron ionization and electron corre-
lation processes in strong laser fields has just begun. Both in experiments and in
the theory there are fundamental questions, involving for instance control of
rescattering effects, role of laser pulse duration. We may expect a lot of activities
in this area in the next future.
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Ionization of Small Molecules by Strong
Laser Fields
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D.M. Rayner, M. Yu Ivanov, P.B. Corkum, and D.M. Villeneuve

1 Introduction

Tonization is fundamental to many technologies. Mass spectrometry relies on
ionization, as does femtosecond laser machining. lonization is the fundamental
nonlinearity behind attosecond science — the worldwide effort to generate
optical pulses that last only a single atomic unit of time. Molecular ionization
and the fate of the molecular fragments (ions and electrons) will be the focus of
this review.

Tonization of atoms and molecules in intense, infrared or near-infrared laser
fields is fundamentally different from that in low-intensity fields. The latter
requires either a photon with sufficient energy to directly ionize or an electronic
resonance that aids in the ionization. An example of the latter is resonance-
enhanced multiphoton ionization (REMPI). When the laser intensity becomes
great enough, the need for electronic resonances is removed. Indeed, the elec-
tronic levels are strongly modified by the presence of the intense field, and the
idea of resonances is less applicable.

Intense field ionization can be divided into two regimes that we will discuss
soon — multiphoton vs tunnel ionization. We will concentrate on the latter
regime, since it fits most current high-intensity experiments with titanium:sap-
phire lasers.

The process of removing electrons from atoms and molecules can be divided
into several distinct steps. It starts with the detachment of the electron from the
core, a process which is rich in interesting complications. The freed electron can
then move under the influence of the laser electric field and can possibly
recollide with the core. Recollision leads to well-known phenomena like high
harmonic generation that can be used as a source of short-wavelength sub-
femtosecond pulses. The motion of the molecular ion in the laser field is another
source of study, leading to methods of controlling chemical bonds.
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Clearly, many of the things that we are learning about molecules have the
potential for application elsewhere, particularly in chemistry. The spectrum of
high harmonics from molecules contains information about the electronic
orbitals that are ionized and their symmetries. The recolliding electrons, after
diffracting from the molecular core, also contain information about the mole-
cular geometry. Both of these effects can be used as probes of molecular
structure in pump-probe experiments, with the possibility of femtosecond and
even sub-femtosecond time resolution.

2 Experimental Setup

Although strong field molecular ionization is being studied in many labora-
tories worldwide [1, 2, 3, 4, 5, 6], we will focus on experiments performed at the
National Research Council of Canada. That allows us to present a unified
experimental section.

A kilohertz Ti:sapphire laser system was used in all the experiments, with a
39 fs pulse duration at 800 nm wavelength and an energy of 800 uJ. The 800 nm
pulse could optionally pump an optical parametric amplifier (OPA) that pro-
duced tunable near-infrared pulses with a duration of 60 fs. The laser was focused
into the vacuum chambers with f/2 50 mm focal length on-axis parabolic mirrors.

Several vacuum chambers were used for experiments. One was a simple time-
of-flight mass spectrometer containing molecules at a pressure of 10~® Torr.
A uniform electric field was applied and ions were observed through a 1mm
diameter hole in one electrode. The signal was detected with a micro-channel
plate detector and recorded with a multichannel scaler. Another chamber had a
constant electric field acceleration region and a time- and position-sensitive
delay line anode detector. This detector system was able to collect multiple ions
per laser shot and to determine their initial three-dimensional velocities.

For experiments in which the ellipticity of the laser polarization was varied, a
sequence of optical elements were used to change the ellipticity while maintain-
ing the direction and magnitude of the major axis of the ellipse. The laser beam
passed through a rotating half-wave plate, a rotating polarizer and finally an
achromatic quarter-wave plate with a fixed vertical optical axis. The fixed
quarter-wave plate ensured that the major axis of the ellipse remained vertical.
The polarizer before it controlled the magnitude of the minor axis. The half-
wave plate was then used to keep the magnitude of the major axis constant. The
ellipticity, defined as the ratio of the two electric field components, was less than
0.02 for linear polarization.

For all wavelengths, the intensity was calibrated by measuring the saturation
intensity of Xe' and comparing it with that calculated by the ADK model. This
provides an intensity reference that allows different laboratories, with different
lasers and focusing geometries, to compare their actual intensities.
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3 The Initial Ionization Process

We first consider ionization of atoms by intense laser fields. We then generalize
to molecules with single electrons and then to multielectron systems.

With typical ionization potentials of 12-20eV, atoms can only be ionized
directly by lasers with wavelengths shorter than about 150 nm. For the more
typical visible or infrared lasers, ionization by strong laser fields can be divided
into two regimes: multiphoton and tunneling. Multiphoton ionization occurs
when an electron gains energy by absorbing a number of photons simulta-
neously. Tunnel ionization occurs when the optical frequency of the field is
low enough that the electron has time to tunnel through the potential barrier, as
seen in Fig. 1.

One can use a classical analysis to estimate the laser intensity that is required to
tunnel ionize an atom, called the “over-the-barrier” threshold, 7, = Klg /(1627),
where I, is the ionization potential of the atom and Z is the charge state of the ion
that is produced by ionization. In atomic units, K = 1, but if /, isin eV and [, is
in W/cm? then K = 6.4 x 10'°. Below this dividing line the electron is bound.
Strong field physics still occurs, for example, the Stark shift can be very large [7] —
and through this very large Stark shift we can control either internal [8, 9] or
external [10, 11, 12, 13, 14] degrees of freedom of a molecule. However, in this
review we will restrict our considerations to ionization phenomena — intensities
above (or near) Iy.

While classical physics can provide an approximate dividing line, ionization
is quantum mechanical in nature. Most femtosecond laser experiments are
performed in an intensity region where tunnel ionization is important. The
parameter that determines if the tunneling approximation is valid is the Keldysh
parameter [15], v = (I,/2U,)""?, where U, = ¢2E%/(4muw?) is the ponderomo-
tive potential, e and m are the electronic charge and mass, E is the electric field
strength at which the atom ionizes and w is the angular frequency of the laser
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radiation. If yv<1, the tunneling conditions are satisfied [15]. For v > 1 a
multiphoton picture is more appropriate.

A theoretical model was developed by Ammosov, Delone and Krainov, called
the ADK model [16], that has been successful in describing tunnel ionization of
atoms. It has been further improved in the PPT model [17, 18, 19] and the Yudin—
Ivanov model [20]. All these models predict a steeply increasing ion yield as the
laser intensity approaches /.

Since molecules are usually larger than atoms and the atomic tunnel ioniza-
tion calculations assume a short-range potential, it has been thought up to now
that molecules will be easier to ionize than atoms with the same ionization
potential. In reality, neutral molecules at their equilibrium internuclear separa-
tion tend to be more difficult to ionize than equivalent atoms [21, 22, 23, 24],
sometimes much more difficult [22].

The starting point for understanding ionization in molecules is to compare
their ionization with atoms. Early models simply substituted molecular ioniza-
tion potentials in atomic tunneling models such as ADK [16]. It was assumed
that the molecule’s relatively low ionization potentials and lower-lying excited
states would raise their ionization rates beyond tunneling rates. Even an early
adaptation of the atomic tunneling model to molecules, where the extended
range of the molecular potential was taken into account, predicted easier
ionization [25, 26].

The first indication that this was not the case came from diatomic molecules,
where results on HCI [21] and especially O; [23] began to cast these predictions
in doubt. The O, results are important because O, has the same /, as Xe and
allows direct experimental comparison.

The question is: Are these isolated special cases or is the behavior general and
does it extend to larger molecules with low ionization potentials? Direct com-
parison with rare gas of the same ionization potential is not possible in general,
so a consistent approach for comparing the ionization of molecules and atoms
with diverse ionization potentials is required.

We have developed an experimental approach that allows 7, to be defined in
a manner that can be directly connected to theory and that can be applied
consistently between different laboratories. We refer the reader to [22, 27] for
details. Figure 2 shows I, plotted as a function of ionization potential. The
solid line is the ionization potential dependence of I, calculated using ADK
tunneling theory [16]. The inset shows the results on an expanded scale where
the rare gas atoms He and Ne can be included. There is good agreement with the
ADK results for He, Ne and Xe, validating our experimental approach. For
molecules the key observation is that tunneling theory does not provide an
upper bound for the saturation intensity. All the organic molecules studied
show I, is greater than that predicted by ADK theory, some by as much as a
factor of 4.

As yet there is no clear understanding of the general resistance of molecules
to strong field ionization. It seems that there might be a combination of causes.
Based largely on the results on O, and the observation that N, does not show
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Fig. 2 One might think that, because molecules are more spatially extended than atoms, their
electrons can pick up more energy from a laser field, and hence that molecules will be easier to
ionize than an equivalent atom. This is not true. Most molecules are more difficult to ionize
than an atom that has the same ionization potential. In some cases, the orbital symmetry of
the highest orbital makes it very difficult to ionize. This graph shows the appearance intensity
for ionization of a number of organic molecules, plotted against their ionization potential.
The curve shows the appearance intensity predicted by the ADK model for that ionization
potential

suppression, it has been proposed [28] that interference in the exit channel
suppresses ionization in species with anti-symmetrical electronic ground states.
We have observed such quantum interference by studying the elliptical depen-
dence of recollision processes in benzene [29]. However, this mechanism for
ionization suppression is by no means established. The theory predicts suppres-
sion in other molecules with anti-symmetric ground states such as F,. Although
N, and F; have similar ionization potentials, due to differences in molecular
symmetry, theory predicts ionization of F, to be suppressed by two orders of
magnitude relative to N,. Contrary to this, very small variation of the measured
ratio of NJ /F; with the laser intensity (Fig. 3) indicates no suppression of
ionization of F; relative to N,. A similar study comes to the same conclusion for
S, [30]. Also questioning the role of interference is the fact that we have been
unable to observe the expected ellipticity dependence in the recollision-driven
dissociation of O,.

It is intuitively obvious that ionization probability should depend on the
orientation of the molecule with respect to the laser polarization axis. However,
until recently all the experiments were performed on samples with isotropic
angular distributions, and therefore reported spherically averaged single ioni-
zation rates. Using short laser pulses to dynamically align molecules in the gas
phase, we for the first time measured the angular dependence of the strong field
single ionization probability for N,. We found that a nitrogen molecule aligned
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Fig. 3 Measurement of N3 /F5 ratio as a function of laser intensity for 800 nm light. N, and
F, have nearly identical ionization potentials, 15.58 and 15.69¢V, respectively, and have
singlet electronic ground states. F, has an anti-symmetric configuration compared to the
symmetric configuration of N,. The interference model predicts the ionization of F; to be
suppressed by two orders of magnitude relative to N,. However, the ratio shown above is very
small, varying from 0.4 to 1.8 with intensity, suggesting no suppression of ionization in F»

parallel to an electric field is about 4 times more likely to be ionized by a 40 fs,
3 x 101w/ cm? pulse than the one aligned perpendicular to the field [31]. This
result is in good agreement with predictions of the theory extending ADK to
small molecules [32]. This theory also predicts that for O,, due to the symmetry
of its outermost orbital, the angular dependence of ionization probability
exhibits a maximum at 45° orientation. That prediction is yet to be tested
experimentally.

The treatments applied to diatomic molecules largely ignore one of the most
important differences between atoms and molecules, especially for larger mole-
cules. This is the multielectron nature of the problem. Single-active-electron
models can treat rare gas atoms successfully because their excited states are well
above their ionization potentials. This is not generally the case in molecules.

In the quasi-static tunneling regime, where the laser frequency is well below
any molecular resonance, multiclectron effects can be most simply addressed
through the polarizability of the molecule. In a strong ionizing field, screening
of the ion core by the induced dipole effectively raises the ionization barrier,
resulting in suppression of tunnel ionization [8]. A simple modeling, using
several electrons in a box [33], supports this qualitative picture.

Another significant difference between atoms and molecules is the presence
of nuclear coordinates in the latter. Those degrees of freedom can couple
dynamically to the electric field, resulting in alignment and deformations on
timescales comparable to the pulse duration and affecting the observed
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ionization rates. For example, it is clear that light molecules like F», N, and O,
can undergo significant alignment before being ionized by pulses of 40fs or
longer (and H,/D, molecules even by much shorter pulses). For complete
understanding of molecular ionization, one will have to account for those
dynamic effects as well.

In summary, for small molecules in the adiabatic limit [34], our best under-
standing is that the basic ideas of tunnel ionization are valid, but they must be
adapted to a realistic electronic wave function and the knowledge that tunneling
occurs through a potential barrier that includes the influence of all of the
molecule’s electrons. Thus, H, will be quite atomic-like while Cgy is quite
different from an atom.

4 The Characteristics of the Newly Formed Electron

The act of ionization forms not only an ion, but also an electron. Since the
electron can only be launched during the fraction of each cycle when the field is
strong, electron wave packets are formed [35]. For small molecules and low
charge states, the laser field dominates the motion of the electron after detach-
ment. It is the most important force determining the motion of the wave packet.
After birth, the electron is accelerated away from the parent ion but, as the field
reverses, the electron can be driven back [36]. Depending on the electron’s phase
of birth in the laser field the electron can recollide with its parent, exciting the
second electron or knocking it free. This process is known as non-sequential
double ionization [36, 37].

Although the classical-like motion of the electron in the strong field is most
important, tunneling determines some of the characteristics of the electron
wave packet and studying these characteristics gives insight into tunnel ioniza-
tion. In particular, once the electron passes through the tunneling barrier, its
motion perpendicular to the laser field is not influenced by the field [38].
The electron velocity perpendicular to the laser field is determined by the
uncertainty in the position and velocity at the time of tunneling through the
barrier. This lateral motion is readily observed.

This section concentrates on experiments to measure the lateral momentum.
We use double ionization and fragmentation as a diagnostic. For atoms, it is
known theoretically [39] and experimentally [38] that the lateral velocity dis-
tribution is Gaussian. We show that it can be qualitatively different in mole-
cules. For C¢Hg, the distribution of lateral velocities has a local minimum at
zero lateral velocity and a global maximum at ~3 A/fs [29]. At still higher
lateral velocities, the distribution function falls rapidly to zero just as in an
atom. We also show that the lateral velocity spread is slightly different for H,
molecule aligned parallel and perpendicular [35].

We now know, in a general way, the probability of the electron emerging
from an atom or molecule as a function of the laser field strength. We next
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concentrate on the characteristics of the newly emerging electron. As it departs
the ion, the electron, which is confined laterally by the structure of the tunnel
region (Fig. 1), acquires a velocity v in the direction perpendicular to the laser
field, in addition to a parallel velocity v). The transverse velocity is a character-
istic signature of the intrinsic quantum mechanical nature of strong field
ionization. It determines the subsequent expansion of the electron wave packet
in the lateral direction [36, 38] as long as the electron is distant from the ion. For
atoms, the initial transverse velocity has a Gaussian distribution with 1/e width

given by v, = (E/ 21p)l/ ? (in atomic units), where I, is the ionization poten-
tial of the atom and F is the peak electric field amplitude [39].

After the electron is detached, it moves in the laser field as a free electron [40].
Its oscillatory motion can bring the electron back to the ion, where it recollides
with its parent [36]. During this free evolution, the field controls the electron
motion. In elliptically polarized light, the electron is displaced from the ion in
the direction of the minor component of the electric field (Fig. 4). This gives us
the experimental means to measure the transverse velocity distribution [36, 38].

As the laser ellipticity, defined as the ratio of the electric field components
(e = E,/E,) increases, the transverse displacement increases. Ultimately the
transverse displacement of the electron wave packet exceeds the wave packet
radius and the electron never returns to the ion. Above this ellipticity, any
phenomena caused by the electron—ion recollision are no longer observed. We
use non-sequential ionization to measure the diameter of the electron wave
packet at the time of recollision, and hence v .

In atoms, the probability of non-sequential excitation and double ionization
vs polarization ellipticity has a Gaussian distribution and is always a maximum
for linear polarization (¢ = 0) and falls off rapidly with increasing ellipticity of
the laser polarization. The width of the Gaussian distribution is governed by the
ionization potential and the laser intensity. For a laser intensity of 10" W/cm?
at 800nm, double ionization of Ne has a 1/e width of ¢ ~ 0.13, which
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Fig. 4 Illustration of the trajectory of the electron in elliptically polarized light. The left panel
shows how a small amount of elliptical polarization causes the just-detached electron to move
laterally, so that it is less likely to recollide with the parent ion. The right panel illustrates
circularly polarized light, whereby the electron trajectory never returns to the parent ion. By
means of controlling the ellipticity of the laser light, one can control the electron trajectory or
even turn off the recollision process. This technique is important in clarifying the shape of the
electron wave packet and its influence upon recollision
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corresponds to a transverse displacement of 12 A [38]. Since the effective
collision cross-section is small (~1 A?), the transverse displacement allows us
to measure the spatial distribution of the wave packet when it returns to the ion in
1.77fs. From this distribution we determine the transverse velocity at the time of
ionization to be 7 fs/A, in close agreement with the calculated value of 7.5 fS/A.

Recollision must certainly occur in molecules. However, in addition to
electronic excitation and double ionization, in molecules the nuclear degrees
of freedom can be excited, resulting in fragmentation of the molecule. The
dependence of double ionization (or recollision-induced fragmentation) on
the ellipticity of the laser polarization identifies non-sequential double ioniza-
tion in molecules. We review measurements of the lateral spread of the electron
wave packet in H; [35] and C¢Hg [29]. We show that transverse velocity spread
depends slightly on the molecular alignment with respect to the laser polariza-
tion in Hy [35]. In C¢Hg [29], we show that both fragmentation and double
ionization have identical ellipticity dependence. At intensities of 10'* W/cm?,
for 1.4 um light illuminating C¢He we show that all fragmentation is due to
recollision. We begin with H,. As a two-electron molecule it is similar to helium,
but has a nuclear degree of freedom. We study the sensitivity of tunnel ioniza-
tion to the direction of the internuclear axis by observing the expansion of the
electron wave packet.

We infer the alignment direction of the molecule via inelastic scattering.
Ionization results in a vibrational wave packet moving on the field-modified
¥, potential energy surface until electron recollision occurs. During the recolli-
sion, the electron can either ionize the HJ ion or inelastically scatter, producing
excited Hj leading to dissociation. In either case, high kinetic energy protons
are produced. Their direction labels the molecular alignment. By selecting only
those fragments that travel in a particular direction relative to the laser polar-
ization axis, we can effectively have an ensemble of aligned molecules.

Figure 5 shows the ellipticity dependence of the recollision yield. At each
ellipticity, the signal count is integrated in the kinetic energy range 4-9¢V. All
high kinetic energy fragments have the same ellipticity dependence. The three
curves in the figure are for argon and for H, molecules aligned parallel and
perpendicular to the laser polarization. Argon, with almost the same ionization
potential as hydrogen, is used as a reference for which the transverse velocity
can be accurately calculated. For argon (open squares in Fig. 5) the measured
transverse velocity spread is ~5.6 A/fs, in excellent agreement with 5.4 A/fs
predicted by the atomic tunneling theory.

The ellipticity dependence is slightly different for parallel and perpendicu-
lar orientations of the H, molecule. The measured transverse velocity spread is
4.2 A/fs and 5.0 A/fs for molecules aligned perpendicular and parallel to the
laser field, respectively. It is interesting to note that although Ar has almost the
same ionization potential as Hj, the transverse velocity spread of Ar is larger
than that for either orientations of H,. There are no theoretical predictions of
the electron wave packet spread in molecules; however, qualitatively we expect
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Fig. 5 The lateral spreading of the electron wave packet after ionization of H, can be
determined by varying the ellipticity of the laser light. Here we show the number of H ions
whose kinetic energy is greater than 4 eV. This signal is due to excitation to the H; ¥, surface
after an inelastic scattering event from the recolliding electron. As the ellipticity increases, the
electron wave packet is pushed sideways more and more, mapping out the lateral shape of the
wave packet. The ellipticity dependence is shown for Hj parallel (circles) and perpendicular
(triangles) to the laser polarization direction, and also for argon (squares), an atom with
almost the same ionization potential as hydrogen. The narrowest distribution is from the
perpendicular Hj

a smaller wave packet spread from the broader tunnel that characterizes a
perpendicular molecule.

We now concentrate on C¢Hg. With 12 atoms, benzene might be expected to
be quite different from an atom. In fact there are differences and similarities.
The overall width of the transverse velocity distribution is similar to that for
atoms. However, interference between different electron trajectories during the
tunneling process results in a structure in the polarization dependence of ion
yields that is not observed for rare gas atoms. Also, fragmentation in C¢Hg can
be switched on or off with small changes in the ellipticity of the laser
polarization.

Figure 6 shows the ellipticity dependence of the C(,Hé+ signal and the sum of
the most important fragments. Individually every fragment shows the same
ellipticity dependence as the double ionization. We observe C4H,! (n = 2,3, 4)
and CsH; (n = 2,3) fragmentation channels with C4H; as the most dominant
channel. Also shown for comparison purposes is the ellipticity dependence of
Xe>* obtained at 10'* W/cm?. All the measurements were made at laser wave-
length of 1.4 um instead of 800 nm. At 800 nm, for molecules with relatively low
values of I, (<10eV), the ionization process is complex and the recollision
energy is low.

The solid curve in Fig. 6 shows the best-fit Gaussian distribution to the
experimental data of Xe. The half-width of the Xe distribution is consistent with
the calculated values from the tunneling model (a width of ~0.16 translates to a
measured transverse velocity distribution of 6.4 A/fs while the calculated dis-
tribution is 7 A/fs ). For C¢Hg, a Gaussian fit to the measured data (dotted
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Fig. 6 Ellipticity dependence of benzene (C¢Hg) and xenon. The xenon signal is the ratio of
doubly to singly charged xenon ions, a measure of the probability of recollision. The benzene
signal is the ratio of a fragment of benzene, or doubly charged benzene, to the parent ion.
Again, both signals are indicative of recollision. Benzene has a wider ellipticity dependence
compared with a similar atom, xenon. This suggests that the lateral spreading of the electron
wave packet is greater for benzene. Furthermore, there is a dip for e = 0, indicative of the lack
of electrons with v, =0

curve) deviates significantly for £ <0.1. However, its width of € ~ 0.25 corre-
sponds to a measured transverse velocity of 5.15 A/fs. An atom with the same
ionization potential will have a transverse spread of 5 A/fs. Both double
ionization and fragmentation have the same ellipticity dependence. So, if dou-
ble ionization is due to recollision, then fragmentation must also be due to
recollision. At the intensity of this measurement (~ 1014W/cm2) and at all
intensities less than this, there is no fragmentation without recollision.

The transverse distribution is estimated by assuming a small cross-section and
ignoring Coulomb focusing [41]. In CsHg, both non-sequential double ionization
and fragmentation are maximum not at an ellipticity of € = 0 (like in atoms) but
ate ~0.1. We show that this effect is due to the destructive interference between
the two components of the wave function in the highest occupied molecular
orbital.

The highest occupied molecular orbitals in C¢Hg are doubly degenerate =-
orbitals. They both have two nodal planes, one is the plane of the molecule and
the other is perpendicular to this plane. A representation of the two degenerate
highest occupied molecular orbitals is shown in Fig. 7. Dashed lines indicate
nodal planes perpendicular to the molecular plane.

For simplicity, consider C¢Hg with its plane perpendicular to the laser
polarization. When viewed in three dimensions, a saddle-like structure of the
potential surface is created by the ionic and laser fields. The saddle point is at a
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Fig. 7 Illustration of the
highest occupied molecular
orbital of benzene. Positive
and negative lobes are
shown in different colors to
illustrate the symmetry of
the wave function. Because
of the wave function
symmetry, no electrons are
detached with zero
perpendicular velocity. This
leads to a hole in the
ellipticity dependence, as
seen in the previous figure

distance of a few Angstroms from the ionic core. For tunnel ionization the
electron must pass through this restricted region of the saddle. The symmetry of
the wave function should be preserved in the saddle region. Electrons from
either side of the node travel equal distances to the center of the saddle region,
however, with opposite phases. Therefore they interfere destructively.

The momentum distribution of the electrons ®(p) in the transverse dimensions
is given by the Fourier transform of the spatial wave function ¥(r) in the saddle
region, ®(p) = [ W(r)e~""dr. For an asymmetric wave function, ®(0) = 0. Since
there are no electrons with zero transverse momentum, none return to the ion in
linearly polarized light. This can be understood in terms of destructive interfer-
ence of the components of the electron wave function after departing the saddle
region. Due to destructive interference, there are never any electrons on-axis, so
there must be a minimum in the non-sequential double ionization/fragmentation,
as is observed.

In elliptically polarized light, the transverse field component compensates
for the initial momentum, forcing some of the off-axis electrons to return to the
ionic core, increasing the double ionization/fragmentation probability. How-
ever, in near-circularly polarized light, the transverse field imparts so much
momentum that the electrons far overshoot the ionic core and the probability of
double ionization/fragmentation drops to zero.

We have described what we would expect for a C¢Hg molecule aligned
perpendicular to the laser polarization. However, our experiments are per-
formed with randomly oriented molecules. Let us now consider two other
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orientations. (1) If the laser field is in the molecular plane of C¢Hg but with
polarization parallel to the nodal plane (dashed line in Fig. 7), the argument
presented above applies. Therefore we expect a minimum in double ionization/
fragmentation probability for linearly polarized light. (2) Since the molecular
plane is itself a nodal plane, we again expect a minimum for linearly polarized
light, when the laser polarization is perpendicular to the nodal plane (dashed
line in Fig. 7).

Any other orientations result in incomplete interference. So, when one con-
siders an ensemble of randomly oriented C4H¢ molecules, interference results in
a local minimum of non-sequential double ionization/fragmentation signal for
linear polarization as observed in Fig. 6.

As the molecule becomes still larger, other atomic properties disappear.
Although we do not show it here, in Cg the electron preserves a significant
fraction of its Fermi velocity when it departs from the molecule [8], giving us a
“look inside” a large molecule in a strong laser field.

5 The Fate of the Ion: Bond Softening

So far, we have discussed ionization and the characteristics of the departing
electron. Now we have two fragments to follow, the electron and the ion. First
we concentrate on the molecular ion. Compared to atoms, molecular vibrations
and rotations add richness (and another level of complexity) to the interaction
of molecules with strong fields. A strong external field couples the electronic
(ionization and excitation) and nuclear (rotation, vibration and dissociation)
motions. A complex hierarchy of timescales, including response times for
electronic and nuclear motion, field oscillation period and pulse envelope rise
time, determines the dynamics of such a system.

Many features of molecules interacting with strong laser fields can be illu-
strated using the example of the one-electron molecule, the hydrogen ion.
Despite its apparent simplicity, Hj exhibits most of the interesting strong
field molecular physics seen in more complex systems. At the same time, it
possesses a single vibrational coordinate (internuclear separation R) and it is
free of electron—electron interaction. It is also helpful that just a pair of electronic
states is sufficient to account for its behavior in strong fields.

The Born—Oppenheimer approximation allows the electronic and nuclear
degrees of freedom to be separated. A molecule can be described by a set of
potential energy surfaces, with electronic energy levels and wave functions para-
metrically depending on the internuclear separation (see Fig. 8(a)). Since the free-
molecule Hamiltonian for H; possesses inversion symmetry, all the electronic
eigenstates are either symmetric (g-states) or anti-symmetric (u-states) with respect
to inversion. The two relevant electronic states (attractive 1so, and repulsive
2poy,) closely correspond to symmetric and anti-symmetric linear combinations
of the 1 s and 2p orbitals of atomic hydrogen.
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Fig. 8 This figure shows a few of the potential energy curves of Hj, both field-free and under
the influence of an intense laser field. There are two states shown, the ground state o, and the
first excited state o,.. In the presence of an electric field, these two states are coupled, as shown
by the dotted lines. In (a), the low-frequency, quasi-static model is used, so that bond softening
occurs with the o, state, while bond hardening occurs with the o, state. In (b) the Floquet
picture is shown. Here the o, surface is dressed down by three photons, and an avoided
crossing is formed. In both cases, the laser-dressed state is a superposition of the o, and o,
states, and the electrons will be polarized by the applied field. The induced polarization lowers
the energy of the system, and so the molecule will try to align with the applied laser
polarization

An external electric field breaks the inversion symmetry and modifies elec-
tronic energies (by introducing Stark shifts) as well as electronic eigenstates (by
mixing g- and u- states). For molecules aligned along the field, the resulting
adiabatic electronic states acquire significant dipole moment (see Fig. 8(b)). The
field polarizes the molecule, shifting the electron density towards one of the
nuclei. Such polarization disrupts electron sharing and weakens the chemical
bond. For a constant field, the induced dipole moment increases with inter-
nuclear separation, as does the Stark shift. The lowest potential energy surface
becomes repulsive for large R. For sufficiently strong fields, the local potential
minimum cannot hold any bound vibrational states, and the molecule dissoci-
ates. Classically this means that the polarizability of the molecule in a strong
field increases with internuclear distance, and that dissociation minimizes the
total energy of the system. Now known as bond softening, it was observed in
static fields for Hy many decades ago and in laser fields about a decade ago
[21, 42].
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In the case of a time-periodic electric field, the Floquet picture presents a
framework for understanding molecule—field interactions. In the Floquet pic-
ture, upon an adiabatic turn-on of an oscillating electric field, each eigenstate of
a free molecule evolves into a corresponding eigenstate of the time-periodic
Hamiltonian (field-dressed state). A field-dressed state describes a common
state of molecule and electric field. Upon quantization of the field, the field-
dressed state can be represented by a coherent superposition of Floquet states.
Floquet states are separated by a quasi-energy equal to the photon energy, with
each state corresponding to a different number of photons in the field.
A manifold of Floquet states (Floquet ladder) is formed around each state of
a field-free molecule. The Floquet states possess the same symmetry (g or u) as a
corresponding field-free state. In the Floquet representation the time evolution
of the system is seen as transitions between the Floquet states while absorbing
and emitting photons. Coupling between the electric field and nuclear motion
causes avoided crossings of potential energy surfaces of g and u Floquet states
separated by an odd number of photons (parity conservation forbids two-
photon transitions between g and u states). The coupling depends on the
orientation of the molecule and intensity of the field. At sufficiently high
intensity for molecules aligned along the field, the potential barrier becomes
suppressed and the molecule dissociates into H; — H + H* channel (see Fig.
8(b)). This process is usually referred to as bond softening (BS).

Bond softening was predicted theoretically for Ar; ions by Bandrauk and
Sink in 1981 [43] and first observed experimentally in H; by Bucksbaum and
co-workers in 1990 [42]. The kinetic energy of the BS fragments is low. The
fragments are emitted preferentially along the direction parallel to electric field.

Bond softening can be controlled by modulated laser pulses [44]. A laser pulse
composed of two wavelengths generated by an optical parametric amplifier is
modulated at the difference frequency. If the molecule is ionized at one of the
amplitude peaks, the vibrational wave packet may reach the outer turning point
when the laser intensity is either high (another peak) or low (a node). If the
intensity is low, the wave packet is not able to dissociate. On the other hand, if the
intensity is high, the potential energy surface is been pulled down by the laser
field, and dissociation can occur. By changing the modulation period, it was
shown [44] that bond-softening dissociation could be either turned off or on.

6 The Fate of the Ion: Enhanced Ionization

The difficulty of ionizing neutral molecules relative to atoms is in sharp contrast
with stretched ions [3, 45, 46, 47, 48]. As the molecule dissociates, the ionization
rate of an ion increases until it reaches a maximum at a critical distance. This
distance is approximately the distance where molecular bonds break. At larger
distances, the rate decreases again. This general process is known as enhanced
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ionization. A multielectron molecule exposed to a sufficiently long pulse will
explosively ionize at or near the critical distance [47].

It may seem strange to a reader that, although we are dealing with ultra-short
pulses, we have not discussed dynamics. There are many important dynamics
issues and most are beyond the scope of this review. An early example of the
new opportunities that molecules bring to strong field ionization is seen in
experimental studies of enhanced ionization [46]. In this experiment, a vibra-
tional wave packet was launched in I7 with a pump pulse. A delayed probe
pulse can catch the dissociating molecule at different internuclear separations.
Varying the pump-probe delay allows the ionization rate to be probed as a
function of the internuclear separation.

The coupling of bound states causes bond softening. This coupling also
influences ionization. If ionization occurs in H7 , it produces a pair of protons
repelling each other by a strong Coulomb force. The kinetic energy of the
protons would equal the potential energy of the Coulomb repulsion,
U = 1/(4nepR) (plus the small kinetic energy gained in bond softening), reflect-
ing the internuclear distance at the moment of ionization.

Experimental kinetic energy distributions of protons measured for high laser
intensities (>4 x 10" W /cm?) [49, 50], are dominated by fragments with ener-
gies around 3 eV, as shown in Fig. 9. The experimental kinetic energy distribu-
tions indicate that HJ is ionized at large internuclear distances (R>5 atomic
units), exceeding the equilibrium bond length (R = 2 au) by more than a factor
of 2. The angular distribution of the fragments is strongly directional along the

D" signal, counts/0.1 eV

0 1 2 3 4 5 6 7
Kinetic energy, eV

Fig. 9 An experimental spectrum is shown of the kinetic energy release (per D' fragment)
from deuterium in an intense 800 nm laser field. The peak intensity was 5 x 10'* W/cm?, with
a pulse duration of 50 fs. The laser was circularly polarized so as to turn off electron recolli-
sion. The large peak labeled EI at 3¢V is due to enhanced ionization (also called charge
resonant enhanced ionization, CREI). The smaller peak near 0.5¢V, labeled BS, is due to
bond-softening dissociation. Additional peaks due to fast sequential double ionization would
appear above 5eV
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laser polarization vector. Similar observations were also made for other dia-
tomic and triatomic molecules [S1, 52, 53, 54].

Numerical solution of the time-dependent Schrddinger equation for Hj in
strong field [45, 48] confirms that the ionization rate for molecules aligned
parallel to the field increases by orders of magnitude when the internuclear
distance is increased from the equilibrium value to the critical length R, = 6 au.
This phenomenon is known as enhanced ionization.

As with bond softening, enhanced ionization in H; arises from the coupling
of the 1 so, and 2po, states. A strong field mixes the two states, resulting in two
field-modified states o, and o_. These electronic states correspond to the
electron being localized near the left or right proton. As the laser field oscillates,
these states appear as potential wells that move up and down. The electron
usually moves from side to side in phase with the laser field so as to stay in the
lower well. As the internuclear separation increases, the oscillating field can
effectively trap significant electron population in the upper potential well. In an
alternative view, this can be seen as a non-adiabatic transition between the 1 so,
and 2po, states. The electron trapped in the o, state can reach the continuum
by tunneling through the internal potential barrier. At a critical internuclear
distance, that potential barrier is lowered by the adjacent nucleus and the
ionization rate increases, as seen in Fig. 10. The ionization rate reaches its
maximum for relatively large bond lengths, 2-3 times the equilibrium distance.

Figure 9 shows the kinetic energy spectrum for deuterons resulting from
ionization of D, by a circularly polarized 800 nm, 50 fs laser pulse with peak

Energy
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Fig. 10 This sketch shows how enhanced ionization works. The potential energy surface seen
by an electron is influenced by the two ions plus the applied electric field. The electron is in a
superposition of the two electronic states, oy = o, + 0, and o_ = 0z — 0. As the laser field
changes direction, the electron will try to follow by staying in the lower potential well.
Sometimes it will not respond quickly enough and will find itself trapped in the upper well.
When that happens, it has a higher probability of tunneling through the barrier that separates
the two wells and will then escape to the continuum. This enhanced ionization occurs
preferentially at a particular internuclear separation
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intensity of 5 x 10'* W/cm?. The peaks corresponding to bond softening
(0.6eV) and enhanced ionization (2.8 eV) can be easily identified. To experience
enhanced ionization, a molecule must first reach the critical distance by under-
going bond softening. Only those dissociating molecules, which fail to ionize at
the critical distance will appear as low-energy bond-softened fragments. Strong
field ionization and dissociation are dynamically coupled, so that the exact
evolution of the system and relative amplitudes of its various channels depend
strongly on intensity and temporal characteristics of the laser pulse.

Current experimental data and numerical simulations suggest the following
sequence of events taking place in a hydrogen (deuterium) molecule interacting
with a 5 x 10" W/cm?, 800 nm, 50 fs laser pulse. First, the molecule is field
ionized, and the resulting molecular ion starts to undergo bond-softening
dissociation. When its bond length reaches the critical value, enhanced ioniza-
tion takes place, followed by Coulomb explosion. As one lowers the laser
intensity, enhanced ionization becomes less and less probable until at intensities
below 10'* W /cm? only the bond-softening peak remains.

In molecules with many electrons, the dynamics is more complex, with many
more electronic states being involved. However, just like in H7, initial ioniza-
tion by the field triggers dissociation of the ion. When a dissociating ion
approaches the critical geometry, enhanced ionization turns on, and highly
charged ions are produced through sequential multielectron ionization.

7 The Fate of the Electron: Measuring the Dynamics
of Double Ionization

In this section, we discuss the formation and evolution of an electron wave
packet. We can indirectly infer the few-cycle dynamics of the electron wave
packet [55] using few cycle pulses interacting with atoms. However, we can
directly measure its sub-cycle dynamics using non-sequential molecular ioniza-
tion [35].

Ionization of a molecule simultaneously forms two wave packets. One is the
electron wave packet described above. The other is a nuclear vibrational wave
packet. We introduced the concept of a molecular clock and showed how
nuclear motion in H can be used to time-resolve [35] the electron wave packet
formed by ionization of H,. Alternatively, the electron can be used to measure
nuclear motion [56].

Now we proceed to characterize the electron wave packet as it returns to its
parent ion more fully — its time structure and magnitude. In so doing we
measure the dynamics of non-sequential double ionization. We begin by calcu-
lating the electron’s recollision probability as a function of time.

We treat the motion of electron wave packet semi-classically [35, 55, 57]. We
follow many electron trajectories and count the number of trajectories which
can go through the small collision area, ~1 A% using a hard sphere model. Each
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trajectory is weighted by the ADK ionization probability as a function of
optical phase, and given a distribution of initial velocities. Since we will con-
centrate on Hj, we use the lateral velocity of the electron wave packet measured
above as the initial condition for the calculation.

The magnitude of the electron recollision probability is shown in Fig. 11.
Although a single electron, we plot it as a current density — the current density
that gives an equivalent probability of inelastic scattering. The ion sees an
electron current rising to NIO”amp/cmz in a fraction of afs. The electron
probability passes the ion in a spike lasting ~ 1 femtosecond. However, as the
field reverses, the electron can wash back giving a second (and subsequent) surge
as seen in Fig. 11. The first current peak has a duration of about 1 fs and contains
~50% of the density.

We chose to use the parameters for H, because it gives us a method to
confirm the current density in Fig. 11. The basic idea behind the experiment is
to use HJ motion as a clock to measure the time structure of the returning
electron wave packet. Tunnel ionization of H, forms two correlated wave
packets simultaneously at a peak of the laser cycle: one is the electron and the
other is the vibrational wave packet on its ionic surface. Until the electron
returns to the parent ion, the vibrational wavepacket moves on the potential
energy surface of H; (X ;). The half vibrational period of Hj is ~10 fs, which
is somewhat longer than the timescale of electron’s return. We use this well-
known vibrational motion to provide a “molecular clock” against which we can
time-resolve the current pulse with femtosecond resolution.

To read the molecular clock we use the inelastic scattering during the
electron—ion recollision. At a time of recollision the vibrational wave packet
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Fig. 11 The electron that is detached from a parent molecule is accelerated in the laser field
and can return to the parent ion with considerable kinetic energy. The electron can (a)
elastically scatter (b) inelastically scatter or (¢) recombine and give off an xuv photon.
Although this is only a single electron, it is instructive to estimate the equivalent current
density. This figure shows the number of electrons whose trajectories pass inside the cross-
sectional area for inelastic scattering from the H; ¥, to H} 3, potential surface. This is then
divided by the time of the encounter to determine the current density. This enormous current
is significantly greater than what can be achieved with conventional electron guns, because the
“photocathode” is the molecule itself
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on H (X X,) is promoted to the ¥, state, leading to the dissociative fragments
of H*. The kinetic energy of H' indicates the internuclear separation of Hj
when the electron collides with the parent ion. We measure the kinetic energy
distribution of H* dissociating from Hj followed by ionization only due to
electron recollision. To select this recollision channel alone, we use linear and
elliptically polarized laser light and take the differences between them in the
kinetic energy distribution of H™.

We select the laser field perpendicular to the molecular axis in order to avoid
bond-softening or enhanced ionization processes. This configuration ensures us
that there is no laser-induced coupling between X, and 3, allowing us to assess
the motion of vibrational wave packet as a reliable time clock.

Figure 12 is a plot of the observed kinetic energy distribution of H*. The
dotted line is the calculated kinetic energy distribution associated with the
contribution of the first electron’s return in Fig. 11. To obtain the curves we
calculate the motion of the vibrational wave packet quantum mechanically on
the field-free potential energy surface of Hy (X ¥,) and promote it to ¥, surface
according to the electron recollision probability shown in Fig. 5. The solid line is
the incoherent sum of the kinetic energy distribution of H' produced by all five
electron micro-bunches. The agreement between the observed and calculated
confirms the time-dependent electron current density in Fig. 11.

Although we have concentrated on clarifying ionization, the electron is a
valuable tool for probing molecules. It is controlled by the laser field, so it can
be experimentally “steered”. The recollision electron, slaved to the field, is the
convenient, short-wavelength probe that has been lacking in laser physics until
now.

1.2 5

Number of protons (a. u.)

0 2 4 6 8 10 12
Kinetic energy / eV

Fig. 12 Observed (square) and calculated (solid curve) kinetic energy distribution of H™
fragments caused by electron recollision. H, was aligned perpendicular to the laser polariza-
tion. When H, is ionized, it goes to the H} X, state. When the electron recollides a fraction of
an optical cycle later, it can collisionally excite to the Hy ¥, surface, which then dissociates
into H and H*. The motion on the Hi X, surface after ionization and before recollision
occurs at a well-known speed and forms the “molecular clock”. The agreement confirms the
time structure of electron current density. The dashed lines show the calculated contribution
from the first electron bunch (long dash) and third electron micro-bunch (short dash)
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8 Conclusion

We have seen that high-intensity (but often very low energy) femtosecond
pulses readily ionize molecules. Ionization is behind many technologies — laser
machining and mass spectrometry are two examples. A better understanding of
molecular ionization will be helpful as lasers play an increasing role in these
applications.

When ionization is driven to extremes, many electrons can be extracted from
amolecule in just a few femtoseconds. If done fast enough, even the lightest ions
are confined by their inertia [58]. Then they Coulomb explode, yielding an
image of the original atomic positions [59, 60]. It now seems practical [58] to
image many small molecules by optically driven Coulomb explosion imaging.

We have also seen that strong laser fields modify the potential energy surface
enough to overcome the strong bonds of many molecular ions. While bond
breaking in neutral molecules by the non-resonant Stark shift will be uncom-
mon, Stark shifts are still quite large. Via Stark shifts, intense pulses can be used
to manipulate and control both the internal and external degrees of freedom of
the molecule.

Finally, we have seen that the newly ionized electrons can be directed and
controlled, making them tools for probing their parent ion [56]. Most impor-
tantly, it appears that the recollision electron might allow molecular imaging via
“recollision electron diffraction” [35, 61].
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Probing Molecular Structure and Dynamics
by Laser-Driven Electron Recollisions

J.P. Marangos, S. Baker, J.S. Robinson, R. Torres, J.W.G. Tisch, C.C. Chirila,
M. Lein, R. Velotta, and C. Altucci

1 Introduction

We review recent advances in measurement of electronic structure and nuclear
dynamics in molecules using the sub-cycle electron dynamics inherent to high-
order harmonic generation. The mechanism of high harmonic generation
(HHG) is closely tied to the driven electron dynamics in a strong laser field.
A consequence of this is the ultra-fast (few hundred attosecond) duration of
emitted XUV harmonics. This property is the subject of an active programme of
research to find application in attosecond domain measurements. Whilst the
high photon energy and short duration of radiation is a consequence of the
influence of the laser field, the amplitude of emission depends upon properties
of the atomic or molecular system. Thus the HHG signal carries information
about the atomic and molecular structure that, over the last few years, we have
started to understand how to interpret. The aim of this contribution will be to
describe techniques for ultra-fast measurement of molecular structure and
dynamics that are based upon our understanding of the electron dynamics
driven by a laser pulse within an optical cycle and the role of molecular
structure.

In the strong-field limit (intensity > 10'* W cm %) HHG can be well under-
stood using the semi-classical model proposed by Corkum [1,2], which sepa-
rates the process into three distinct steps. First, an intense linearly polarised
laser pulse ionises an atom or molecule through field ionisation (predomi-
nately quantum tunnelling through the field-suppressed potential barrier)
when the electric field amplitude is near a peak, launching an electron wave-
packet into the continuum. In the next step, the electron wavepacket moves in
response to the laser field: first being accelerated away from the parent ion and
then returning at some later time (typically 0.5-1.5fs for a laser field at
800nm) as the laser field reverses direction. During this step the electron
wavepacket gains energy from the laser field, which is then emitted as a
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high-energy photon if recombination occurs on the return of the wavepacket
to the parent ion: this is the third step in Corkum’s model. The spectrum
extends up to a cut-off energy set by the maximum possible electron return
energy which from classical considerations is 3.17U, + I, (where U, is the
ponderomotive (quiver) energy of a free electron in the field and 7, the
ionisation potential of the state). In this strong-field limit the excursion of
the laser-driven electron from the atom will amount to many atomic radii and
so there are distinct moments within the optical cycle when an electron on a
given trajectory (energy) is ionised and returns.

A unique feature of this process is that under appropriate (to an extent
experimenter-controlled) circumstances the soft X-ray radiation is emitted for
a duration much less than the optical period (the optical period is 2.67 fs for
a 800 nm laser) and exactly synchronised with the phase of the laser driving
the process. A typical ultra-fast high-power laser pulse might have an energy
of ~1 mJ and a duration of 30 fs. This will be focussed into a sample of the target
gas to an intensity in the range 10'*~10'> W cm 2. For a central wavelength of
800 nm the pulse will comprise ~10 optical cycles, therefore there are a number
of cycles near the peak of the pulse that are essentially identical to each other.
A harmonic is emitted within every half-cycle resulting in a train of ultra-fast
XUV pulses, separated by half the optical period, i.e. 1.35 fs, which is referred to
as an attosecond pulse train or APT. Each XUV pulse has a duration given by
the inverse of the available spectral bandwidth. APTs have been extensively
investigated by a number of groups most notably in Lund [3,4] and Saclay [5].
The generation of an isolated attosecond pulse (rather than a pulse train) has
also been achieved by the group of Krausz [6,7]. This is important since it allows
pump—-probe measurements of isolated ultra-fast events to be carried out. To do
this requires laser pulses in the few-cycle limit, i.e. durations ~5 fs [8], such that
there is only a single recollision at the highest energy the emission from which
can be spectrally selected to generate the attosecond pulse.

It is also possible to use the laser-driven electron recollision in a more direct
way to make attosecond domain measurements. Because the electrons return in a
brief and well-synchronised moment with an appreciable momentum (returning
with kinetic energy in the 10-100 eV range for typical fields) the recollision can be
used as a probe in several ways. For instance Corkum and colleagues pointed out
that the ionisation event forms correlated electron/nuclear wavepackets in a
molecule; these can be used to measure vibrational or dissociation dynamics
from the kinetic energy released when the molecules are ionised by the returning
electron [9,10].

The emission of harmonics from a molecular target of aligned molecules has
been shown to carry structural information about the molecule with a very high
temporal resolution [11,12,13,14,15,16]. This is possible because the HHG
amplitude is dependent upon the dipole amplitude for the transition between
the continuum state and the ground state. As the return electron energy is in the
range of 10-100¢eV the de Broglie wavelengths in the wavepacket span the
spatial scales of interest in the ground state wavefunction and so the dipole is
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sensitive to the electronic structure of the molecular ground state [16]. In the
strong-field limit it is argued that the continuum state can be treated approxi-
mately as a superposition (wavepacket) of plane waves unaffected by the bind-
ing potential [15] and in this case the dipole matrix amplitude takes the form of a
Fourier transform (x-p) of the ground state wavefunction.

2 Laser-Driven Electron Dynamics Within an Optical Cycle

We will now examine in a bit more detail the electron dynamics connected to the
HHG process in the strong-field limit. Tunnel ionisation occurs only near the
peak of the electric field amplitude (Fig. 1) due to the exponential dependence of

32
2%‘83 [17,18,19] (where I, is the ionisation

potential of the bound state and E(¢) the electric field amplitude, both in atomic
units) and this ensures that (a) the highest energy electronic state is field ionised
first and (b) the ionisation is confined in time to ~+200 as (or <1/10th of an
optical cycle) around the cycle peak. The liberated electron wavepacket moves
in response to the laser field: first being accelerated away from the parent ion
and then returning at a later time (typically 0.5-1.5 fs for a laser field at 800 nm)
as the laser field reverses direction. The motion of the electron in the laser field is
essentially classical motion of a charge in an oscillating electric field taking into
account the constraints on the phase of the field at which the electron first
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Fig. 1 This shows the electron trajectory displacement (vertical scale) and return energy
(darker = higher return energy) within the trajectories launched by ionisation in the optical
half-cycle peaking at 7r=0.0fs. The laser electric field as a function of time is shown as a
dashed line
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appeared in the continuum and assuming that it appeared close to the parent
ion with an initial momentum close to zero [2,20].

Only electrons tunnel-ionised after the peak of the cycle may return; those
arriving in the continuum before the peak never receive sufficient acceleration
from the field to come back and so they directly ionise. During this step the
electron wavepacket gains energy by virtue of the laser field up to a maximum
value of 3.17U], for electrons born at ~1/20th of a cycle (300 mrad after the peak
or 133 as for a 800 nm field). This energy is emitted as a high-energy photon if
recombination occurs on the return of the wavepacket to the parent ion giving
the cut-off energy of 3.17U, + I,,.

Electrons born into the continuum between the peak of the electric field and
1/20th of a cycle follow the so-called “long trajectories”, travelling far from the
core before the electric field reverses direction. Electrons launched into the
continuum between 1/20th of a cycle and the zero-crossing of the electric field
follow “short trajectories”, that is, their path in the continuum is short since the
electric field reverses direction relatively quickly following their birth. For
electrons born at 1/20th of a cycle after the peak the short and long trajectories
converge and of course this corresponds to the highest energy return and so
gives rise to the highest energy photon emission (the harmonic cut-off). Within
each “class” of trajectories, the energy of the colliding wavepacket varies
depending on its time of birth [5,20]: e.g. for electrons following shorter trajec-
tories, those which follow the very shortest paths return with relatively low
energy since they have experienced little acceleration by the field. Long trajec-
tories have the opposite dependence, with the electrons spending longer in the
field returning with smaller energy. Some long trajectories give rise to multiple
electron returns but their role in HHG is usually insignificant. Thus, there exists
a direct relationship between the wavepacket return time and the energy of the
harmonic photon emitted: for short trajectories, successively higher orders of
harmonics are generated at longer time delays. This property of HHG is
fundamental to the new technique demonstrated in this work, since it allows a
range of pump—probe delays to be accessed by analysis of a single harmonic
spectrum (this will be discussed in Section 4).

It is useful to be more concrete about the properties of the returning electron.
These are determined by the peak intensity (field) of the pulse and the carrier
wave frequency as this sets the scale of the ponderomotive energy:
Up = ¢’ E} /4mew?® (where Ej is the electric field amplitude and w the angular
frequency of the field). The return electron kinetic energy will range from a few
eV for the very lowest energy electrons up to 3.17U, for the highest returns (to
this should be added the ground state binding energy I, to get the energy of the
photon emitted). For a 800 nm field focussed to an intensity of 5 x 10'* W cm 2,
U, = 32¢V and so the highest return energy is slightly above 100 eV. Assuming
that the electrons returning in this field have a kinetic energy in the range of
10-100 eV the de Broglic wavelength of the return electron wavepacket spans
the range from 3.9 x 10" m (for 10eV electrons) to 1.22 x 10" m (for 100eV
electrons); the latter wavelength is close to the size of a typical diatomic
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molecule. At this same intensity a field of 1.6 um will have return energies up to
400eV, so the shortest de Broglie wavelength in the wavepacket will be
0.61 x 10 ' m, i.e. close to the size of a hydrogen atom.

3 Signatures of Molecular Structure in the HHG Signal

The investigation of high-order harmonic generation in aligned ensembles of
molecules [11,12,21] has recently emerged as an important area in strong-field
ultra-fast physics. This is because it may be possible to use the molecular
alignment to control harmonic emission [21] and potentially enhance attose-
cond pulse generation [22]. It has been shown that the dependence of HHG on
the molecular structure [13,14] can give new insights into measuring molecular
structure on a sub-femtosecond timescale. The tomographic reconstruction of
the electronic state of the N, molecule was recently demonstrated [12]. The
newly developed capabilities for fixing the molecular frame axis in the labora-
tory frame underpin these recent developments [24].

That the molecular structure can be extracted from measurements of the
HHG signal from aligned molecules arises through the nature of the process in
the strong-field limit, i.e. when the Keldysh parameter v <1 (for 800 nm laser
light this means >10'"* W cm ?). To see this we consider the strong-field
approximation. The same effects will show up in other treatments; indeed
several of the effects described here were first found using numerical solutions
of the TDSE for model H, and H, " systems [13,14]. Nevertheless the SFA is the
most transparent formulation in which to understand the connection between
the HHG signal and the molecular electronic structure. The Lewenstein integral
for the electron coordinate along the laser polarisation axis in the stationary
phase approximation performed on the momentum space reads

2(1) = 2Re deﬂaG(z)P(L)mx
0

e+ir/2 (1)

Eycos(t—7)d-(pst(t,7) — A-(t — 7)) - d] (pst (2, 7) — A-(2)) - exp[—iSs (7,7)]}
where 7 is the recollision time, 7 is the time spent by the eclectron in the
continuum, 7 — 7 is the ionisation instant, E(¢) is the electric field of the driving
pulse linearly polarised along the z-direction, A(¢) is the vector potential, Sy is

the stationary dipole phase, i.e. the phase accumulated by the electronic wave-
packet due to its motion in the electric field. The term pg is the stationary

3/2
momentum and is given by py (2, 7) = — f A(7)d?' /T while the term (5 e /2)

derives from the stationary phase dpprOledthH over the momentum space
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and takes into account the spreading of the electronic wavepacket. Finally, the
term a(7 — 7) is the ground state amplitude and is calculated taking into account
the ionisation-dependent depletion, i.e.

=7

ag(1) = exp —J 5 dr (2)

—00

where the rate w(¢) can be estimated by means of ADK theory [17].

In the Lewenstein integral the whole information about the molecule is
contained in the term d.(ps(7,7) + A(t — 7)) - dX (pst(2,7) + A()) where d.
and d are the matrix dipole elements between the ground state |0) and a state
of the continuum |k) (which is usually taken to be a plane wave with momentum
along the laser polarisation):

d(k) = (k|r|0) 3)

The dipole terms are calculated at the ionisation instant ¢z — 7 (d.) and
recombination instant ¢ (d}), respectively.

Since in the strong-field limit, the continuum states are close to plane waves
exp(ik.r), for a molecule with well-defined alignment it is in principle possible to
extract the molecular state wavefunction y, from measurements of the harmo-
nic spectrum [12]. In a simplified picture, this can be seen in the following way.
For z-polarised light a recollision wavepacket can be written as the sum (inte-
gral) over the possible momenta of plane waves:

Voo 1) = ja(k)ei“-iﬂ'dk @

where the factor a(k) describes the amplitudes for different k in the super-
position and can be seen to arise from the other terms in Equation (1) describing
ionisation and propagation in the field. The harmonic spectrum from one
such recollision in a single molecule is given by S(w)~w?*|D(w)[* where D(w)
is the Fourier transform of the time-dependent dipole moment D(¢) = </ |-
er|yo>explilyt] + c.c. so that we have

S(w) ~ Eutla(k(w)) < exp(ik(w)2) rpy > )

The term within the bracket has the form of a Fourier transform of the
function r{(r) and can be seen to be the same as the matrix element in
Equation (3). [Under certain conditions, the form of Equation (5) remains
valid even if more than one recollision contribute to a harmonic frequency w,
but the factor a(k) may lose the simple meaning given in Equation (4).] This
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motivates the concept of retrieval from the measurement of the dipole moment
over all k which can be achieved by multiple measurements of the HHG
spectrum (each over all k) for the different orientations of the molecule [12].
Whilst this is a very powerful idea it is not the only way to extract significant
structural information from Equation (5) and instead we will examine here a
simpler to implement idea. This is the measurement of recombination inter-
ference signatures for certain values of k that give almost directly the inter-
nuclear separation. In principle these data can be obtained from a single
alignment angle and in a few laser shots and so can lend itself readily to
measurement of bond length changes in a pump—probe experiment.

Numerical simulations of the HHG from H," and H, as a function of the
angle 0 between laser polarisation and the internuclear axis showed for a specific
harmonic order a characteristic minimum of the calculated dipole amplitude and
modulation of the phase at an angle of 30°—45° [13,14] as can be seen in Fig. 2a.
This was shown to be due to interference between the dipole amplitudes from the
two atomic centres in the molecule when they were separated by half a de Broglie
wavelength Ap, i.e. the modulation arose in the recombination step in the HHG
process. It was shown that a simple calculation of the electron de Broglie
wavelength of a particular harmonic order compared to the internuclear separa-
tion in the direction of the recolliding electron was sufficient to approximately
reproduce the position of interference minimum computed in a full numerical
simulation (see Fig. 2b).
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Fig. 2 (a) Calculated dipole amplitude (upper) and phase (lower) for H," in a field of intensity
5% 10" W cm 2 (800 nm) shown as a function of the angle between the laser polarisation
vector and the internuclear axis, (b) projected internuclear separation vs electron wavelength.
Lower set of points: interference minima for the 2D model molecules. (V) H,™ at R = 2 a.u.,
1= 10" W cm 2, various 6, (®)H,"atR=2au.,l=5x 10" W em 2, various 6; (0) H; at
R=14au.,I=5x10"Wecem>, various 0; ($) Hy" at 0 = 40°, 1 =5 x 10" W cm 2, various
R: (A)H,at 0=0° 1=5x10" W cm™2, various R. Upper set of points (+): interference
maxima for H,™ at R =2 a.u., I = 10" W cm™, various 6
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Consider a molecular wavefunction for the HOMO (highest occupied mole-
cular orbital) of a diatomic molecule of the form of a linear combination of
atomic orbitals (LCAO) of two identical wavefunctions ¢, centred at each
atomic core. If this molecule has an internuclear separation R this can be
written as

Yolr) = % (¢or + R/2) + go(r — R/2)) (©)

Now we assume that this molecule is aligned at an angle 6 to the field
polarisation direction. By substitution of Equation (6) into the velocity matrix
element (not the dipole), which is essentially a Fourier transform of the mole-
cular orbital within the assumption of plane waves for the continuum states as
before, we obtain

d(k) ~ datom (k) cos (k g cos 0) (7)

This expression provides for the interference between the contributions to
the emission from the atomic centres. For any molecule where the form of the
HOMO is well described by the form (6) we can anticipate two-centre inter-
ference — indeed for multiple-centred wavefunctions we can anticipate a more
complex interference signature.

In summary the conditions for interference were found to correspond to the
simple conditions for constructive and destructive interferences, respectively:

RcosO = nkp

1 (®)
Rcosf = n—i—z B

where R is the internuclear separation and n an integer. In the case of the
first destructive interference n=0. For anti-symmetric electronic states (+ in
Equation (6) replaced by —) these conditions become reversed so the first
corresponds to destructive interference and the second to constructive inter-
ference. In these expressions it is implicit that a plane wave approximation has
been made. The detailed dispersion relation that is adopted to connect A to the
electron energy (and thus to the harmonic frequency) is discussed below.
Earlier experiments employing adiabatic alignment showed the modulation
of the HHG yield as a result of partial alignment in the molecular ensemble [11].
A limit in these experiments was that the adiabatic alignment technique as used
was only able to induce relatively weak degrees of alignment in the sample [25].
Recent work using the impulsive alignment technique [26] has shown much
larger alignment-dependent modulations of HHG indicative of higher degrees
of alignment with the added benefit that the alignment is field free at the
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rotational revivals and sub-revivals [12,14,15,21]. In this technique the mole-
cular alignment is controlled by an initial ultra-fast laser pulse that excites a
rotational wavepacket (coherent superposition of rotational states) in the
molecules [27]. The rotational wavepacket exhibits strong molecular axis align-
ment at a regular period corresponding to rotational revivals, half-revivals and
quarter revivals. For a rotational period 7T these occur at delays of 7', 7/2 and
T/4 (and integer multiples thereof). A second higher-intensity ultra-fast laser
pulse then produces high harmonic emission from the molecules when they are
close to the maximum degree of alignment. By varying the precise delay of this
pulse the HHG emission intensity for different angular distributions can be
measured. Alternatively the delay can be fixed to correspond to maximum
alignment and the relative polarisation of alignment field and HHG drive laser
can be varied to probe the HHG response for different alignment directions.

The simultaneous observation of the ionisation along with the intensity of
the soft X-ray emission by Kanai et al. [15] allowed the efficiency of the first
(ionisation) step of the process to be separated from the efficiency of the final
step when the electron wave recombines to the initial molecular state. In their
measurements CO, was found to have a minimum in the harmonic emission
when the ionisation was maximum. Increased ionisation was accompanied by
maximum harmonic emission in the cases of O, and N, but in the case of CO,
this was more than offset by the reduced efficiency of the recombination step of
the process. The parts of the molecular electronic state of CO, located near the
two oxygen atoms make equal but opposite contributions to the X-ray emission
due to the anti-symmetric nature of the 7, HOMO. The suppression of the
harmonic emission occurred when the two oxygen atoms in the molecule, which
are a distance of 0.232 nm apart, are separated by exactly one complete wave-
length of the electron wave in the direction of the laser polarisation. The soft X-
ray emission amplitude from each of the two oxygen atoms is then exactly out of
phase which leads to destructive interference in the total emission.

We show in Fig. 3 a robust signature of this interference seen in CO,
measured by our own group and collaborators [16] that illustrates the effect
of two-centre interference upon the HHG spectrum. A strong minimum in
harmonic orders 27-39 is seen; these correspond to the position expected for
the recombination interference and provide information for the dispersion

— with pump
=== without pump

Fig. 3 Measured harmonic
spectra from CO, generated
by 30 fs pulses with (solid
curve) and without (dashed
curve) pump beam (pump
and probe pulses with
parallel polarisation).
Pump-probe delay 21 25 29 33 37 41 45 49
t=21.1ps Harmonic order

Intensity (arb. units)
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relation of the returning electrons [28]. Other effects, e.g. angle dependence of
ionisation rate, can also play a role, as illustrated in recent calculations [29].
However, the experimental results of Kanai [15], where the strong anti-correla-
tion between the ionisation rate and the harmonic signal is shown, the robust-
ness of the dip seen in [16], and other recent experiments support the important
role played by the recombination interference mechanism. These most recent
experiments have observed a phase-jump between harmonics either side of the
dip [30] (as predicted by Lein [13,14]) using the RABITT technique [31] that
further confirms its nature.

The observation of interference dips in harmonic spectra from CO, mole-
cules is a first step towards developing techniques of wider applicability [15, 16].
Likewise the recent tomographic reconstruction of the HOMO of N, from the
scans of HHG spectra for different alignment angles [12] is a closely related
advance. The full analysis of the reconstruction of structure by this pair of
techniques for these two simple molecules is still being tackled. For instance the
concept of tomographic reconstruction of a single-electron wavefunction (the
HOMO of N») as determined in [12] rather than the physically more appro-
priate multi-electron wavefunction of the real molecule has been questioned.
Recently a more sophisticated calculation (including exchange effects) has
shown the reconstructed wavefunction to be still closer to the appropriate
multi-electron than the single-electron wavefunction of N,. At the time of
writing the reconstruction measurements have only been published for N, but
progress towards performing these for other molecules is being made. It is not
yet clear for two-centre interference measurements how general the two or
multi-centre interference signatures will be and whether their observation will
be confined only to molecules where the wavefunction can be accurately
described as a simple linear combination of atomic orbitals centred at the
atomic locations.

An important issue for both techniques, and for variants built upon these
basic ideas, is the extent to which the SFA is an applicable theory for structural
reconstruction. The great simplicity of SFA in reducing the HHG emission to a
simple mapping of the angle dependence of the transition dipole moment is very
attractive and powerful. SFA, however, neglects the Coulombic binding poten-
tial in the continuum states and the laser field is ignored in the bound states, and
therefore accuracy of the dipole moment calculations and gauge invariance are
compromised. Alternative, more accurate, approaches lose the simple relation-
ship between HHG emission and dipole matrix element and so do not lend
themselves immediately to the retrieval of molecular structure. There is clearly a
lot of work to be carried out in this area both by the theorist, for instance to
examine what can be done to preserve the simple ideas offered by SFA in a more
accurate theoretical framework [32,33], and by the experimenter to learn how to
do these experiments in a way that reduces the reconstruction difficulties, for
instance by ensuring that a large recollision momentum is achieved to improve
the accuracy of the SFA.
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We would argue that despite these difficulties there are considerable pro-
spects to use these techniques as time-resolved probes. Even if there are uncer-
tainties in the retrieval there are certain situations where large structural
changes are happening quickly, accompanied perhaps by symmetry changes
in the electronic wavefunction, and so a time-resolved method even if it is not
exact will provide enormous new insight into chemical physics. The incorpora-
tion of the HHG probe techniques into a pump—probe scenario is envisaged. In
fact two pumps — one to induce alignment and a second to investigate some
photochemical change — are required. The performing of the HHG measure-
ment at known molecular axis alignment and with variable delay with respect to
the second probe should suffice to provide a new class of ultra-fast measure-
ments that can follow structural changes. Short laser pulses (of 10 fs or less) in
the second pump and probe will be required to achieve high temporal resolu-
tion, but these are now becoming available over a wide range of wavelengths.
The position in the spectrum of the interference dip minimum can be followed in
time through such a measurement and through this the temporal evolution of
the internuclear separation will be determined. The limits in the SFA affect
primarily the accurate calculation of the amplitude of the dipole moment and
will have a more minor effect upon the position of the interference minimum
making this technique fairly robust against the theoretical uncertainty.

4 Chirp-Encoded Measurements of Proton Dynamics in Molecules

In the case of molecular structure determination considered above it can be
reasonably assumed that the atomic nuclei are too massive to move appreci-
ably during the electron return time. That said, recent data have shown that if
a pump— probe configuration is employed (in which the first pulse creates
vibrational modes in a spherical molecule such as SF¢) then the harmonic
signal generated by the probe will modulate as a function of delay time. It has
been noted that the Fourier transform of this modulation includes signatures
of all the active Raman modes indicating that the HHG signal is sensitive to
small changes in internuclear separation (~0.01 A) caused by the vibrational
motion [34].

If the molecule contains very light nuclei, such as protons or deuterons, then
appreciable motion can occur on the electron return timescale. This is especially
interesting as it is very difficult to see this very fast motion by any conventional
means. We will describe a technique that has allowed us to study the ultra-fast
rearrangement of protons in a molecule following tunnel ionisation in a strong
field.

At recollision of the electron wavepacket with the parent ion the probability
that recombination occurs, and therefore the strength of the harmonic signal
emitted, is related to the quantum mechanical overlap between the wavefunc-
tions of the electron wavepacket and the molecular ground state at the moment
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of recollision. Lein predicted [35] that the harmonic signal will be weaker from a
molecule whose nuclei move quickly compared to that from a molecule with
slower nuclear motion, since the overlap of the wavefunctions decreases as the
internuclear separation increases. In addition, since successive orders of har-
monics are generated at later times (if short electron trajectories are isolated as
was the case in our experiments) [36], the ratio of the harmonic signal for
instance between D, and H, should increase as the harmonic order increases.
The “rate” of increase of this ratio with harmonic order then yields information
concerning the differing nuclear motion in the two species, and thus represents a
measurement of the nuclear motion on an attosecond timescale. We have
studied HHG in gaseous H, and D, to confirm this effect, detecting a clear
signature of the nuclear motion that occurs during the time interval between the
ionisation and recombination steps.

In these experiments the ionisation step can be thought of as the “pump”
process in this technique, since, in the case of a molecule, a vibrational wave-
packet is simultaneously launched at the moment of ionisation since the nuclear
state makes an instantaneous transition to the ground state potential of the
molecular ion. The “probe” is the recollision of the electron wavepacket with
the parent ion. This is in common with the earlier technique using correlated
electron and nuclear wavepackets of Niikura et al. [9,10]. In contrast the earlier
technique used recollision-induced ionisation, rather than recombination fol-
lowed by emission of radiation, for the probe signal, and requires a variation of
laser wavelength over a significant range in order to obtain the required pump—
probe delays. In the new technique the inherent chirp in HHG emission permits
a range of delays to be simultaneously measured simply by observing the
harmonic spectrum.

In these experiments we choose to study the interaction with a very short
laser pulse so as to isolate other processes that could be excited in a longer pulse
(for instance molecular alignment, vibrational modes and other channels to
ionisation). The intense laser field acting as the pump for HHG was provided by
8 fs pulses centred at approximately 775 nm. The 8 fs pulses were generated by
the compression of ~0.75mJ, 30fs pulses (Femtolasers CompactPRO), which
had been spectrally broadened through self-phase modulation in a differentially
filled, 0.25mm inner diameter, 1 m long hollow fibre. The laser beam was
focused by a 400 mm focal length off-axis paraboloid beneath a solenoid gas
jet operating at a repetition rate of 2 Hz. The beam waist was located 9 mm
before the gas jet to ensure that short electron trajectories dominated the
harmonic signal. The intensity at the interaction region was estimated to be
2% 10" W cm 2. The harmonic signal was spectrally dispersed in a grazing
incidence flat field spectrometer and made incident upon an imaging multi-
channel plate (MCP) detector. The harmonic spectrum was extracted by spatial
integration of the MCP image. Since the first ionisation potential in the two
species was very similar (15.43 eV for H,, 15.46¢V for D»), it was expected that
the difference in phase-matching conditions for harmonic generation in the two
cases is insignificant. This was confirmed by observation that the harmonics
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generated in H, and D» had identical far-field spatial distributions. To make the
comparison it was essential that H, and D, were delivered to the interaction
region at an equal density which was verified by an independent interferometric
measurement of the electron density through full ionisation of the sample in a
high-power laser pulse.

The calculations for D, and H, are based on a model derived from the strong-
field approximation (SFA) for vibrating molecules [35]. The model involves
the propagation of the nuclear wavepacket x(R,7) in the Born—-Oppenheimer
(BO) potential of the molecular ion, calculated by numerical solution of the
vibrational time-dependent Schrodinger equation. Here, R is the internuclear
distance and 7 is the electron travel time between ionisation and recombination
(equivalent to the delay time Ar when viewed as a pump—probe scheme). The
initial wavepacket x(R,0) launched in the BO potential of the ion is assumed to
be real and identical to xo(R) (the vibrational ground state ) of the neutral
molecule. The initial state is calculated by imaginary-time propagation in the
BO potential of H,. Following Itatani et al. [12], the intensity of a harmonic
with frequency w is proportional to w?|a[k(w)]v[k(w)]|?, where |alk(w)]| is the
amplitude for finding the active electron recolliding with the core with momen-
tum /ik, and v[k(w)] is the recombination amplitude in velocity form (not to be
confused with the velocity gauge for the laser—electron interaction). The wave
vector k(w) is obtained using the relation A*k*/(2m) = hw (i.e. the photon
energy is equated to the electron kinetic energy). Including nuclear and electro-
nic coordinates, the recombination amplitude reads

k] = Jm(R)<%<R>|k\e““%+<R>>x<R,T<k>>dR ©)

where Wy (R) and ¥{ (R) are the electronic ground states of the neutral molecule
and the molecular ion, respectively. The relation determining the travel time
7(k) is taken from the simple man’s model [1], assuming that only short
trajectories near the peak of the laser pulse contribute to harmonic generation.
Denoting as r[k] all independent factors that can be written as prefactors of
the integral over R, we have v[k] = r[k]c[r(k), k], where the nuclear correlation
function ¢[7(k), k] collects the effects of the nuclear motion.

Assuming isotopic invariance for a[k(w)], i.e. for the ionisation step and for
the dynamics of the free electron before recombination, the ratio of harmonic
intensities in two isotopes is given by the ratio of the moduli squared of the
nuclear correlation functions in the two species.

We compare our experimental results with this calculation based on the
strong-field approximation which collects the effect of the nuclear motion in
the compact nuclear correlation function. The harmonics are approximately
proportional to the modulus squared of the nuclear correlation function,
¢(1) = [ x0(R,0)x(R, 7)f(k, R)dR, where xo(R,0) and x(R,7) are the initial
and propagated vibrational wavepackets in the molecular ion, R is the inter-
nuclear distance and 7 is the travel time, which is equivalent to our delay time,
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At and f(k,R) describes the effect of two-centre interference. The calculated
curve is scaled to account for the slight difference in photoionisation cross-
sections for H, and D,. We have confirmed in test calculations that the influ-
ence of the Stark shifts in the Born-Oppenheimer potential is negligible for the
present set of parameters. Two-centre interference in H,* (or D, ") gives rise to
a small but clearly discernable shift which is included through the f{(k,R) factor.
As shown in Fig. 4a, we find good quantitative agreement between our mea-
surements and the calculation.

The time evolution of the internuclear separation in each molecule was
reconstructed from the recorded intensity spectra and their ratio by use of a
genetic algorithm. As shown in Fig. 4b the agreement with the exact calculation
is good. Therefore, the measurement of the harmonic spectrum ratio can be used
to determine proton (deuteron) motion in H, and D, molecules ~1 fs after ionisa-
tion, with a temporal resolution of ~100 as (the difference in recollision times
between successive harmonic orders). Here we use the data from H,/D, primarily
to test and confirm the method, since the potential surface and so the calculated
dynamics of the proton are known in the case of H,. Therefore the agreement
between the measurement and the calculated ratio of the nuclear autocorrelation
function is confirmation that the chirp of the electron is satisfactorily given by the
semi-classical treatment validating the frequency to time mapping and other
assumptions in the theoretical treatment such as the vertical ionisation.

The above demonstration of the measurement of the proton dynamics in a
H," ion is a proof of principle for the chirp-encoded recollision technique.
A similar experiment was conducted on CH4 " and revealed the ultra-fast onset
of rearrangement of the protons in the few femtoseconds following ionisation
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Fig. 4 (a) Ratio of harmonic intensities for D,/H, plotted as a return time (black squares with
errors); the dashed curve is the calculated ratio of the square of the nuclear correlation
function. (b) Retrieved mean internuclear separation <R> as a function of time. Retrieved
data from experiment using genetic algorithm (solid lines) exact calculation using potentials
(dashed lines)
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that takes the molecule from the equilibrium tetrahedral structure of neutral
CHy to the C», structure of the cation [37].

Further refinements of the technique are now needed. These include a fuller
accounting of effects that may alter the photon energy to return time mapping,
e.g. Coulomb effects, two-centre interference; in principle the mapping can be
checked in situ using the two-colour techniques recently reported by Dudovich
and co-workers [38]. Extension to longer measurement times can be achieved by
employing longer wavelength lasers.

It should be noted that the comparison of deuterated to protonated mole-
cules of the same type was an experimental convenience that circumvented the
need to more fully characterise the order dependence of the returning electron
amplitude and the momentum-dependent factor in the transition dipole; never-
theless this could in principle be dispensed with. For instance measuring the
harmonic spectrum over a range of intensities can in principle give us the extra
information needed to unravel these factors from those depending solely on the
return time. The technique should be extendable to many organic molecules
containing protons, the ultra-fast rearrangements of which cannot be resolved
by existing techniques. In principle the use of the temporal encoding of the
return energy of the electrons might allow us to measure changes occurring
within the states of the electrons remaining within the ion core during the
“probe” electrons sojourn in the continuum. So for instance states excited by
the strong field or by the removal of the electron (shake-off processes) might be
time resolved with a temporal resolution of better than 100 as.

5 Conclusion

The techniques set out above are in their infancy. There remains much to do to
explore their limitations and overcome these if a more general applicability is to
be found. Nevertheless the proofs of principle already achieved and the rapid
pace of development are very encouraging. Closely related techniques; for
instance that look at the diffraction of the recolliding electrons after they are
elastically scattered [39,40], are also promising new methods for ultra-fast struc-
tural analysis. Moreover exploration of these techniques is contributing new
knowledge to our understanding of the interaction of molecules with strong
laser fields. What is already clear is that laser-driven electron recollision is a
probe with unique characteristics that can in principle provide sub-femtosecond
temporal resolution and high spatial resolution structural information.
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Intense Laser Interaction with Noble Gas Clusters

Lora Ramunno, Thomas Brabec, and Vladimir Krainov

1 Introduction

The interaction of intense short-laser pulses with atomic clusters has become
an important area of research, particularly for understanding the physics of
laser-generated plasmas [1]. Clusters are small particles of condensed matter,
with sizes ranging from 10? to 10® atoms. As such, they are intermediate to
macroscopic condensed matter and microscopic systems, such as atoms and
molecules. Intense laser—cluster interaction creates small-scale plasmas (nano-
plasmas). While these nanoplasmas are transient, because the clusters eventually
explode, they nevertheless allow the investigation of fundamental laser—matter
interaction processes such as ionization and laser energy absorption mecha-
nisms. Since cluster sizes can span the transition region between microscopic
and macroscopic systems, these processes can be investigated as a function of
system size.

Interest in laser-induced cluster explosion was sparked by the experimental
observation [2, 3, 4, 5, 6, 7] that highly charged, highly energetic ions are
created during the interaction of intense lasers with noble gas clusters. The
charge state and energy of these ions considerably exceeds those resulting
from single-atom experiments with comparable laser intensities. While the
average particle density in cluster experiments (10'°cm—3) is not much higher
than in conventional atomic gas density experiments, the local density inside
the clusters, 1022 — 1023 cm 3, is close to solid state. Thus cluster beams are
near-transparent to laser light, yet they absorb laser energy very efficiently [8§],
combining the advantages of both atomic gas and solid density targets.

This efficient energy absorption has now been confirmed by a wealth of
experiments for a broad set of laser parameters, including wavelengths ranging
from 100 nm to 1 pum, intensities ranging from 10'5 to 10'® W/cm?, and pulse
durations ranging from 30fs to 0.5ps. To date, most experiments were per-
formed in the near-infrared, corresponding to the Ti:sapphire laser wavelength
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of 800nm [8, 9, 10, 11, 21]; a few were performed at the KrF wavelength
(248 nm) [22, 23]. Free-clectron lasers (FEL) will allow the investigation of
nanoplasmas in the vacuum-ultra-violet (VUV) to X-ray wavelength regime.
A first set of FEL—noble gas interaction experiments was performed at 100 nm
[24, 25], and experiments at shorter wavelengths (30 nm) are under way [26].

In contrast to noble gas clusters, there are fewer experimental studies of
metal clusters in intense laser fields [27, 28, 29, 30, 31]. Unlike in noble gas
clusters — where the atoms are bonded via weak van der Waals forces and the
electrons are thus initially localized and bound to the nuclei — the ground state
of metal clusters consists of delocalized valence electrons. As a result, quantum
many-body effects play a role only at low laser intensities (< 10'4 W/cm?),
making the theoretical analysis much more difficult. For a review of metal
clusters see Ref. [32].

In this chapter, we review the current understanding of noble gas cluster
interaction with intense lasers. We begin by presenting some of the most
interesting experimental results and possible applications. Next, we outline
the major physical processes underlying the dynamics of intense laser—cluster
interaction, which is followed by a discussion of the mechanisms of laser energy
absorption by electrons. Finally, we show that laser—cluster interaction is an
interesting tool for the investigation of plasmas in the strongly coupled regime
and for investigating the interplay between collective and collisional processes
that take place on a few femtosecond to attosecond time scales.

2 Experiments and Applications

The interaction of lasers with noble gas clusters has many possible applications.
Primarily, these are a consequence of the energetic electrons and ions that are
created though this interaction. For example, at moderate laser intensities
(~10'5 — 10'0 W /cm?) electrons with energies of a few keV [33] and ions of charge
states 10+ and higher, with energies of tens to hundreds of keV, are created [34, 35].

The potential of using highly energetic ions from laser—cluster interaction to
trigger nuclear reactions has been demonstrated recently through the observa-
tion of nuclear fusion in large deuterium clusters [36, 37, 38]. This has generated
considerable interest, especially for the possibility of a tabletop neutron source.
The use of clusters for fusion, however, is limited by several constraints. While
laser-induced cluster explosion does lead to the creation of energetic ions, it also
reduces the density by orders of magnitude, ultimately creating a plasma with
the density of an atomic gas. Thus the requirements of high ion energy and high
ion density are difficult to fulfil simultaneously.

The highly charged ions of laser—cluster interaction can also lead to the
emission of X-ray radiation [39]. Clusters present an alternative to intense
X-ray generation from laser-driven solid-state targets [40], and efforts
have been made to optimize the life time and energy absorption of clusters
and thus the X-ray yield [41]. Intense Ko and K3 emission from krypton at
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12.66 and 14.1keV was observed in the interaction of 10'® W/cm? laser pulses
with krypton clusters [42]. The highest laser energy to (Ka) X-ray conversion
efficiency observed is 107°, corresponding to 45 nJ X-ray pulse energy. This is
close to the conversion efficiency of ~ 107> obtained from intense laser—solid
target interactions [43].

Finally, noble gas clusters can also be used to create plasma waveguides [44,
45] that are suitable to guide high-intensity laser pulses in under-dense plasmas.
Guiding of intense laser pulses in plasmas is important for laser wakefield
accelerators, X-ray lasers and high harmonic generation. The waveguide is
created in the following way. The laser-heated clusters expand on a sub-ps
time scale and eventually merge to form a locally uniform plasma in 10-100 ps.
This hot plasma leads to the formation of a shock wave and a subsequent
waveguide structure over a nanosecond time scale. The advantage of using
clusters over atomic gases is a longer and better-quality waveguide.

3 Fundamental Concepts of Intense Laser—Cluster Interaction

Over the past decade considerable effort has been put into understanding the
physical mechanisms driving the dynamics of laser—cluster interaction [46, 47,
48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62]. The dynamics generally
follows three basic steps: (i) ionization creates free electrons within the cluster
(inner ionization); (ii) electrons absorb energy from the laser field, and many
escape the cluster (outer ionization) creating an overall positive space charge
throughout the cluster; and (iii) due to electrostatic and hydrodynamics forces,
the cluster eventually explodes.

While the mechanisms discussed below apply to the long-wavelength (visible
and near-infrared) regime, this overall cycle of ionization, electron heating,
positive cluster charge up, and eventual explosion applies over a broad range
of wavelengths from the infrared to the XUV regime. Of course, the specific
optical field ionization mechanisms change with wavelength. For example, tunnel
ionization dominates in the infrared regime, whereas single-photon or multi-
photon ionization dominates in the short wavelength of 100 nm and below [24].

3.1 Inner Ionization

At the leading edge of the laser pulse, the weakest bound electrons of the
noble gas atoms are ionized. This happens through optical field (tunnelling)
ionization, beginning when an intensity of around 10'* W/cm2 is reached.
Due to the presence of these (quasi) free electrons, the noble gas cluster
becomes metallic. After the inner ionization of the first valence electron,
other ionization mechanisms, in addition to optical field ionization, become
relevant. These include:
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Impact ionization. When the kinetic energy of a free electron is larger than the
ionization potential of a bound electron, the free electron can share its energy with
the bound electron during an atom—electron or ion—electron collision, resulting in
the creation of two free electrons. Simulations show that impact ionization is very
important for the creation of the most highly charged ions observed in clusters [60].

Charge-enhanced ionization [48, 55]. This effect was first discovered in intense
laser interaction with diatomic molecules. After the first electron is removed,
the field of the ion lowers the Coulomb barrier of the neighbouring atom. This
lowers the ionization potential for the second electron, as illustrated in Fig. la,
thereby facilitating optical field ionization. In clusters, a similar process
can occur. However, the total electric field within the cluster is much

Fig. 1 (a) Schematic of charge-enhanced ionization in a diatomic molecule. The dotted line is
the Coulomb potential felt by the most weakly bound electron of an atom in the presence of an
intense laser field, when the adjacent atom has not been ionized. The solid line is the modified
potential felt by this electron when the adjacent atom has been ionized. As shown, the
ionization barrier of the electron has been effectively lowered by the adjacent ion, leading to
enhanced ionization. (b) Illustration of the motion of an electron cloud (dotted circle) relative
to anion cloud (solid circle) in response to an oscillating laser field. Every half cycle, there is a
region of the ion cloud that becomes unshielded by the electron cloud; shielded regions are
shaded. This leads to a macroscopic field at the cluster poles which augments the laser field and
leads to enhanced ionization. (¢) Illustration of a cluster during laser—cluster interaction after
significant outer ionization has occurred. There are not enough electrons to shield the entire
cluster, but they still do shield the core, indicated by the shaded region. This leaves an outer
ring of positive charge which can lead to enhanced ionization in the unshielded region
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more complex due to the presence of many electrons. It thus exhibits
strong fluctuations, which add a stochastic component to charge-enhanced
ionization [58].

Polarization-enhanced ionization [16, 58]. To a first approximation the
metal-like cluster behaves like two uniformly charged spheres: a positively
charged ionic sphere and a negatively charged electronic sphere. Unlike the
much heavier ionic sphere whose motion is practically unaffected by the
laser pulse, the lighter electron sphere can be driven quite strongly by
the laser field in the direction of the laser polarization, as illustrated in
Fig. 1b. As a result, two sections of the cluster can become unshielded by
the electron cloud every half cycle. These cluster “poles” then experience a
very large space charge which adds to the laser electric field and enhances
ionization. The highest charge states are created at the cluster poles lead-
ing to asymmetric Coulomb explosion of the cluster, which has been
experimentally observed [16].

Cluster charge-enhanced ionization. Since outer ionization (described
below) reduces the number of electrons within the cluster, a net positive
cluster charge results and the electrons can no longer completely shield
the ions. Numerical simulations have shown that for large clusters
(~10° atoms), the electrons will shield the core of the cluster, while leaving
a ring around the cluster core unshielded [58], see Fig. 1c. The radius of the
electron cloud is thus much less than the radius of the cluster.' The resulting
electric field adds to the laser electric field and enhances optical field
ionization.

Enhanced ionization due to ion shielding. In a charge-neutral plasma, elec-
trons can shield the field of an ion. As a result, the long-range Coulomb
potential of the ion is modified to a short-range, exponentially damped
potential. This serves to reduce the ionization potential, enhancing ioniza-
tion [53]. Calculations based on Debye shielding show that the ionization
potential can be reduced by up to a factor of two when the electron—ion
interaction strength in the plasma becomes large (i.e. the plasma is strongly
coupled). However, current analysis so far does not take into account
the field of neighbouring ions, the strong plasma electric field fluctuations
in the strong coupling limit, and the overall positive charge of the clusters.
As discussed qualitatively in Ref. [53], these effects would induce a Stark
shift that increases the ionization potential and may counteract the effect
of Debye shielding. A quantitative calculation of the ionization potential
is one of the open challenging questions in plasma and nanoplasma
physics.

! In general, the radius of the electronic cloud is determined by both the net postive cluster
charge and the electronic temperature.



230 L. Ramunno et al.

3.2 Outer lonization

Outer ionization refers to the removal of electrons from the cluster. Near the
leading edge of the laser pulse, when the cluster is quasi-neutral, electrons can
escape casily. Eventually this results in a positive charging of the cluster and a
corresponding build-up of a Coulomb potential outside the cluster. This poten-
tial will act against further outer ionization.

Further electrons will escape, however, if they absorb sufficient energy from
the laser field to overcome the Coulomb barrier. A truly free electron will not
absorb energy from a laser monochromatic field. However, the free electrons
within the cluster experience the combined electric fields of the driving laser and
of the cluster itself, which does result in the absorption of photons. This is
because a third body of some sort is required to fulfil energy and momentum
conservation during photon absorption. Discussion of cluster electron heating
mechanisms is presented in detail in the next section.

3.3 Cluster Explosion

At the trailing edge of the laser pulse the cluster begins to expand. The explosion
is driven by two forces: hydrodynamic and electrostatic. The former results
from the pressure associated with the ideal gas of the heated free electrons inside
the cluster and leads to cluster expansion. This mechanism dominates in the
parts of large clusters that remain neutral due to shielding, as discussed above.
The electrostatic force occurs as a result of the incomplete shielding, which
causes the positive ions to repel each other and Coulomb explosion to take
place. The time for an intermediate-sized deuterium cluster to double in size is
around 30 fs and fora Xe cluster is around 300 fs. After 10-100 ps, depending on
the initial cluster sizes in a given cluster beam, the exploding clusters will merge,
creating a macroscopic low-density plasma.

4 Electronic Heating Mechanisms

In addition to the processes discussed above, the energetic explosion of laser-
irradiated clusters is driven by energy absorption by electrons in the combined
electric field of the laser and the cluster. While crucial to understanding laser—
cluster interaction dynamics, the roles of the various proposed energy absorp-
tion mechanisms are still not well understood. We hope our discussion will
contribute to a better understanding. Again, we focus here on long-wavelength
laser irradiation.

One way to understand the different heating mechanisms is by modelling the
collective electronic motion by means of a driven oscillator model. An equation
of motion can be derived from hydrodynamic (Vlasov) plasma equations [63]
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by modelling the electron and ion distributions as interpenctrating negative
and positive spheres, as introduced in the last section. It is understood that the
parameters introduced below describing the cluster state will change as a func-
tion of time due to both ionization and cluster explosion, but we assume these
changes are relatively small over a single laser cycle. The equation of motion
along the direction of laser polarization for centre of mass x(¢) of a rigid
electron cloud is

X4 20k + wp X + F(x) = —|Qe|EL(1)/ M, (1)

where v is a damping coefficient arising from microscopic collisions (including
both interparticle collisions, and random electron collisions with the cluster
surface); Q. <0 and M, are the charge and mass of the electron cloud, respec-
tively; Ey is electric field of the laser; and Fy, contains nonlinear force terms. The
dot and double dot refer to the first and second time derivatives, respectively.
Due to the cluster’s spherical geometry, the fundamental plasmon resonance is
at the Mie frequency,

wm = wp/V3 = \/e2Zn;/ (3egme), )

where SI units have been used. The bulk plasma frequency is wy,, Z is the average
ion charge, n; is the ion density within the cluster, e is the unit charge, m, is the
electron mass, and ¢ is the vacuum dielectric constant.

The non-neutrality of the cluster leads to a net macroscopic cluster field
which affects the motion of the electron cloud. If the particle distributions are
both uniform, this macroscopic field is harmonic within the cluster radius, and
Coulombic outside. Whenever part of the electron cloud is driven over this
Coulombic region (i.e. the cluster surface) by the laser field, anharmonic oscil-
latory motion will result. This is the case illustrated in Fig. 1b and is a much
different phenomenon than the random electron—surface collisions that con-
tribute to a transferring of energy from collective electron motion to random
thermal motion. Damping via random surface collisions has also been referred
to as Landau damping [62], though it is different from the usual meaning of
pure collisionless Landau damping in bulk plasmas. In the limit of uniform
density distribution and when the electron cloud excursion over the cluster
surface has a length much less than the cluster radius, an expression for £ in
Eq. (1) can be found explicitly [64].

Nonlinear motion can also result when the particle distributions are non-
uniform, even if no part of the electron sphere is driven over the cluster
boundary. This can occur, for example, when significant outer ionization has
taken place, and the electronic radius is less than the ionic radius; this is
illustrated in Fig. lc.
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We can transform Eq. (1) into an equation for the total (kinetic plus poten-
tial) energy E(f) of the electron sphere, i.e. the total energy contained in the
collective motion. Multiplying Eq. (1) by x and integrating over time yields

M M. .2
7%&2 + —ezwm x4 Va(x)
, 3)

t
= —ZMCV/ x*dr — |Qe\/ x(¢)EL(7)dr .

E(r) =

The first term of the last line of Eq. 3 determines the amount of energy lost from
the collective motion to random, thermal motion via collisions (i.e. dissipation).
The second term of the last line is the total amount of energy absorbed from
the laser field, Ei. The quantity Vy(x) = [ XFy(x)d? contains the part of the
potential arising from the nonlinear force terms in the cluster. When damping is
present, eventually all the absorbed energy gets transferred from the collective
motion to thermal energy so that E(co) = 0.

Armed with this simple driven oscillator model, we now discuss the heating
mechanisms governing laser—cluster interaction. They can be grouped into two
major categories: (1) collisional heating, governed by the damping parameter v,
and (2) nonlinear cluster heating, governed by the nonlinear potential.

4.1 Collisional Heating

Collisional heating arises from processes that contribute to the damping term
in the equation of motion, Eq. (1). Since collisional heating is present in the limit
of even a linear potential, in the following we neglect the nonlinear terms in
Eqgs. (1, 3) for simplicity.

In the absence of damping, v = 0, and the total energy absorption over a
laser pulse in a driven harmonic oscillator model is proportional to the spectral
component of the driving field only at the Mie frequency, |Ep (wm)|” [65]. Here,
the tilde refers to the Fourier transform.

The presence of damping mechanisms broadens the range of frequencies that
can contribute to heating. This can be understood by examining the general
solution of the linear version of Eq. (1) in the Fourier domain. The solution for
the velocity v = x of the electron cloud is

_ _|Qe|

M Ep (w)Sm(w), “4)

v(w)
where we refer to S (w) = iw/(w?, — w + 2ivw) as the Mie spectrum. Absorp-
tion of laser energy only takes place when there exists a significant overlap
between the laser spectrum E1 (w) and the Mie resonance [7, 55]. For this reason,
collisional heating is also referred to as “resonance heating”.
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Assuming that wy,, and v do not change over time, the expression from Eq. (3)
for the total energy absorbed from the laser pulse can be rewritten as

“led [ sORer =52 / REn@IE @)L, O

where R refers to the real part of an imaginary quantity. From Eq. (5), we see
that if the laser and Mie spectra do not significantly overlap, then there will be
very little laser energy absorbed. This case is illustrated in Fig. 2a, where we plot
|EL(w)]* and R[Sy (w)] for typical laser—cluster interaction parameters. In the
time domain, this means that the electron cloud motion x and the laser field
oscillation are nearly in-phase, giving [ vE; = 0 over a laser cycle. However, if
there is significant overlap in the two spectra, as illustrated in Fig. 2b, then
collisional heating can become large. In this case, the motion of the electron
sphere will be dephased from the laser field oscillation, and [ vEy does not
vanish over a laser cycle.

Throughout intense laser—cluster interaction, ionization and cluster expan-
sion cause the Mie resonance to change as a function of time. If at some point
during the interaction the overlap described above becomes large, and if this is
sustained over a long enough time, significant collisional heating may occur. In
the long-wavelength limit (visible and near-infrared), collisional heating does
not play a role in the early stages of the laser pulse. This is because clusters have
solid-state density, which by Eq. (2) gives wy, much larger than the laser
frequency. However, if Zn; (and thus wy,) is decreased sufficiently during the
laser pulse (due to cluster explosion), and if the cluster explosion is at the same
time not too rapid so that the resonance with the laser frequency is not passed
through too quickly, collisional heating may occur to a significant degree.

Finally, we make a connection between the damped harmonic oscillator
model discussed here and the familiar Drude-based model for cluster heating
developed in Ref. [7]. Solving Eq. (1) in the linear regime, we find that the cycle-
averaged rate of total laser energy absorption for £y = E, cos wt gives the well-
known expression

dE 2,2
O Q| <XEL> = 3¢, Ve T VE2
dt (w? - ) +4202

(6)

where V, is the volume of the electron sphere. The damped harmonic oscillator
model for clusters can thus be understood as the same mechanism behind the
Drude-based model.

Damping mechanisms. Damping of the collective Mie oscillation comes pre-
dominantly from two sources that contribute to v: (1) scattering of individual
electrons by the cluster surface [62] and (2) particle—particle scattering.
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Fig. 2 Laser spectrum |Ey (w)|* (dashed line) and the real part of the Mie spectrum R[Sy, (w)]
(solid line) versus angular frequency w. The amplitudes of the spectra were normalized to one.
The laser spectrum was calculated from a time-domain field envelope profile with sin® shape,
with a full width at half-max of 30 fs and a wavelength of 800 nm (corresponding to an angular
frequency of 2.4 rad/fs). The parameters for the Mie spectrum in (a) are Zn; = 5.4 x 102cm ™3
(giving wy, = 7.5rad/fs) and v = 0.8 fs~!, corresponding to typical laser—cluster interaction
parameters. In this case, there is very little overlap between the spectra, so little collisional
heating is expected. In (b), we set Zn; to be an order of magnitude lower, which gives an w,,
near the laser frequency. In this case, there is a large overlap, and collisional heating could be a
dominant heating mechanism, if the cluster explosion is not too rapid

When the ionic charge states are high, electron—ion collisions dominate over
electron—electron collisions [66]. The scattering of individual electrons by ions
in the presence of a laser field can lead to inverse Bremsstrahlung heating (IBH)
[49]. In a recent work it was found that damping appears to be dominated by
electron-ion collisions for shorter (20 fs), moderately intense (10'*—10' W/cm?)
near-infrared laser pulses [67].



Intense Laser Interaction with Noble Gas Clusters 235

Recently, a new mechanism was proposed that may serve to enhance IBH
[61]. Usual IBH rates are based on the assumption of a Coulombic ion poten-
tial, which is an approximation to the true potential, especially very close to the
ion. A Hartree-Fock analysis of IBH from a noble gas ion shows that the true
potential would enhance large angle scattering events, which yield the strongest
contribution to heating. The analysis is based on a field-free Hartree—Fock
calculation, i.e. it neglects the effect of the strongly fluctuating plasma electric
field on the ionic bound state. In order to determine the IBH enhancement more
accurately, a more detailed analysis taking into account the effect of the plasma
electric field on the ionic bound state will be necessary.

4.2 Nonlinear Cluster Heating

The linear versions of Eqgs. (1, 3) are only valid when the ion sphere is
uniformly distributed and infinitely extended with no cluster surface. As
discussed, presence of a boundary and/or non-uniformity gives rise to the
nonlinear (anharmonic) terms in Egs. (1, 3). The nonlinearity is thus a result of
the macroscopic interaction between the electron sphere and the ion field,
quite distinct from the microscopic interaction of individual electrons with the
cluster surface. As discussed above, the latter phenomenon contributes to
damping and randomizes the motion of the electrons. Instead, the nonlinear
surface interaction gives rise to an energy absorption mechanism independent
of microscopic collisions.

The nonlinear terms in Egs. (1, 3) lead to (i) dephasing between electron
cloud and laser, even in the case where there would be very little dephasing in
the linear limit, and (ii) nonlinear motion of the electron cloud. Both effects
result in energy absorption. This effect was first identified in Ref. [58], where it
was termed “laser dephasing heating”. Unfortunately, this name is not ideal, as
it neither emphasizes the nonlinearity behind the process nor captures its
distinctiveness from collisional/resonant heating. The nonlinearity-based
mechanism due to the surface was confirmed in a subsequent work, where it
was called “nonlinear resonant heating” [68]. This name is also somewhat
misleading, since the nonlinear energy absorption process does not rely on a
vicinity to a resonance. Therefore, we refer to this process here as “nonlinear
cluster heating”.

The importance of nonlinear cluster heating is seen in Fig. 3, where the
velocity of the electron cloud (current) of an Arjggo cluster during laser irradia-
tion is plotted versus time [58]. The driving laser wavelength is 800 nm, the peak
intensity is 8 x 10'> W/cm?, and the pulse duration is 100 fs. The time interval
included in Fig. 3 begins approximately 30fs before the laser pulse peak.
The solid line is the macroscopic current retrieved from numerical analysis.
The dotted line is the current of a free electron in the laser field, which would
be proportional to the vector potential of the laser field, A4(¢) [ Ep (7).
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Fig. 3 (1) The macroscopic

electron current in the 6 12 -
direction of the laser field
versus time, for a Arjggo 4
nanoplasma near the peak of _
a 800 nm, 8x 10'5W /cm? 3 )
laser pulse with a full width -;g
at half-maximum of 100 fs. . 0
(2) The current of a single -
free electron in the same )
laser field. Both plots were
scaled to a similar size to 4
facilitate comparison [58] , . .
-40 -35 -30 -25 -20
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The motion of a free electron is in phase with the laser field and does not lead to
energy absorption. Comparison of the two curves clearly shows a strong non-
linear component (higher harmonics) and dephasing. Since in this example the
laser frequency is far from the Mie resonance throughout the laser pulse, the
origin of the dephasing is the nonlinear interaction.”

Both collisional and nonlinear effects contribute to electron heating. Colli-
sional heating plays a role for laser frequencies close to the Mie resonance,
where it may be the dominant absorption mechanism. Whether resonance
occurs or not depends on the specific experimental parameters. Coulomb
explosion limits collisional heating to only a fraction of the laser—cluster inter-
action. Since nonlinear surface heating does not depend on resonance, it heats
electrons over the whole cycle of the laser—cluster interaction. Sorting out which
mechanisms prevail in which regions of parameter space remains an open issue.

5 Collective Versus Collisional Phenomena

Collective phenomena occur when microscopic particles respond to external
perturbations coherently. In laser—cluster interaction, this occurs most strongly
when the laser frequency is near resonance, possibly resulting in the excitation
of a plasmon. Collisions destroy collective motion by transferring energy into
random, thermal motion. If the collision time is small enough, collisional
processes will dominate and destroy any collective motion before it has time
to build.

% A recent estimate of nonlinear cluster heating indicated results that were too small to explain
the total energy absorption [61]. The authors used the shielded laser field inside the cluster, E
[7] for the calculation of the energy absorption, jiw X(1")E4(1'), rather than the full laser field,
as required by Eq. (3).
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Collision times are strongly affected by the interaction strength between
particles. In plasmas, the interaction strength between electrons and between
electrons and ions are characterized by electron—electron and electron—ion
coupling parameters, defined, respectively, by [69]

Fee = ee/kBTm
I =2ZT3?

ee
where kg T, is the average electron thermal energy and Ve = 1/ais the average
electrostatic energy between neighbouring electrons. The average distance
between electrons is a = [3/ (4nne)]l/ 3, where n, is the electron density within
the cluster. The parameter I'¢; represents the ratio of ion to electron charge
within the Debye sphere. The Debye length Aq = [T,/ (47me)]1/ ? determines the
length over which charge fluctuations are screened by the electron plasma.

For I'; < 0.1, corresponding to the limit of low particle density and high
temperature, the plasma is “weakly coupled” and behaves as a macroscopic,
fluid-like ensemble. In the high-density, low-temperature limit (I'¢; > 1 and
e > 0.1) the plasma is “strongly coupled”. In this regime, collisional processes
dominate since they occur on timescales comparable to or faster than the
oscillation time of collective effects.

We have shown in a recent work [67] that the coupling strength of the
nanoplasmas created through laser interaction with noble gas clusters can be
tailored through varying the laser intensity. This makes feasible both controlled
experimental access to the transition region between strongly and weakly
coupled plamas and a direct numerical analysis through molecular dynamics-
type computational methods. We simulated Xesogo and Xesg cluster interaction
with 20fs, 800 nm laser pulses of varying intensity, and plot in Fig. 4 the
coupling parameters I’y (circles) and I (squares) as determined at the end of
the laser pulse [67]. Since higher-intensity pulses create hotter electrons, both

Fig. 4 Coupling parameters
Iee (squares) and I'y; (circles)
for nanoplasmas created
through the interaction of
Xesooo (filled symbols) and
Xesoo (open symbols) with
20 fs, 800 nm laser pulses for 0 . . . . i
intensities from 1.8 x 10 to 0 2e+15 4e+15 6e+15 8e+15 1e+16

10' W /cm? [67] Intensity [W/cm2]
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I'e. and I'y; become larger as the intensity is decreased. Both parameters span the
range from weakly to strongly coupled and are largely cluster size-independent.

Clusters thus present an opportunity for a systematic, combined experimen-
tal and theoretical study of ultrafast electron kinetics in plasmas as a function of
coupling strength. We conducted such a study through a numerical experiment
that measures plasmon decay times for the nanoplasmas of Fig. 2 as a function
of coupling strength in a pump-probe scenario. A plasmon is excited through a
short second laser pulse near resonant to the Mie frequency. The plasmon decay
time 7 is extracted by fitting the electron current within the cluster (parallel to
the laser electric field) to the damped oscillator model.

In Fig. 5 we plot 1/7 versus I'¢; for the Xesgo (filled circles) and Xesgy (open
circles) nanoplasmas. As coupling strength increases, so does the damping rate,
from 0.1fs~! for I'; = 0.04 to ~1.5fs~! for I';; = 0.9. The latter corresponds to
700 as. For I ~ 1, we find 1 /7 ~ wy, /27, i.e. collective motion decays over one
oscillation.

As discussed earlier, there are two possible damping mechanisms: particle—
particle collisions and single electron collisions with the surface. Electron—ion
collisions dominate over electron—electron collisions if the average ion charge
state is high [66]. In our case, it ranges from 3.5 to 7.5. Damping via random,
single electron—surface collisions is ruled out here by comparing the results for
the two cluster sizes in Fig. 5. Thus 1/7 is the electron—ion collision frequency
vei. Random surface collisions likely do not play a strong role in this regime for
two reasons. First the average path an eclectron travels between surface colli-
sions is enhanced for stronger coupling, due to many particle collisions. Second,
since the cluster is positively charged, the electron distribution within the
clusters thus has a smaller effective radius than the ion distribution. This
leads to fewer random collisions with the cluster surface.

Experimentally, one could probe plasmon decay via loss absorption spectro-
scopy to measure the spectral width of the plasmon resonance. Since the decay
time is comparable to the oscillation period for I'¢; ~ 1, however, a broad source
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spanning the whole spectral range is required. This makes time-domain experi-
ments an interesting alternative. The technology required to extend four wave
mixing pump-probe techniques — the workhorse of nonlinear femtosecond laser
spectroscopy [70] — into the necessary wavelength (vacuum-ultra-violet), time
(attosecond), and intensity regime is starting to be within reach [71].

6 Conclusion

The interaction of noble gas clusters with intense lasers is inherently rich and
complex. While we have presented an overview of the major features of this
interaction as it is currently understood, there are many open issues that remain
due to this complexity. These range from the quantitative determination of the
true ionization potentials in complex cluster fields, to the role of non-Coulom-
bic potentials beyond the field-free approximation, to the determination of
which heating mechanism dominates in which interaction regime. Though our
discussion here was aimed primarily at long-wavelength radiation, first experi-
ments and theoretical analyses in the VUV regime indicate there is much that
needs to be resolved there as well. Understanding the details of laser—cluster
interaction, while interesting in its own right, will also be an important stepping-
stone to understanding the details of strong laser interaction with much larger
systems, such as solid surfaces and bulk media, for which there are a host of
potentially useful applications.
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Laser-Induced Optical Breakdown in Solids

Matthias Lenzner and Wolfgang Rudolph

1 Introduction

One of the unique features of femtosecond light pulses is the high peak power at
moderate pulse energies, which enables many interesting applications in funda-
mental and applied science. When interacting with condensed matter, irrever-
sible material changes occur if the pulse fluence exceeds a certain critical value.
On one hand, such processes severely limit the performance of optical compo-
nents such as coatings and windows (laser damage) and are undesired. On the
other hand, permanent laser-induced material modifications have found inter-
esting applications for laser micro- and nanostructuring as well as for the
production of three-dimensional waveguides.

Laser-induced breakdown has been studied since the invention of the
laser using ever shorter pulses. The underlying physical processes are very
complex as they involve matter far from thermal equilibrium under excita-
tion conditions where perturbative approaches known from nonlinear optics
fail.

The primary energy deposition in dielectric materials with UV, VIS, and
NIR pulses is through the electronic system, followed by energy transfer to the
lattice and resulting in material ablation if a certain excitation fluence is
exceeded. Although the actual damage mechanisms depend on the material
under study and are still an area of active research (and controversy), much can
be learned from the initial excitation of the electrons. As an illustration, Fig. 1
shows the fluence region of a 100fs pulse for which damage in wide-gap
materials occurs together with some important benchmarks of light-matter
interaction. At low fluences, region A, the interaction leads to anharmonic
oscillations of bound electrons, which can trigger processes like self-phase
modulation. With increasing fluence, the binding potential is changed under
the influence of the external electric field up to a point where the probability
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Fig. 1 Examples of laser pulse—electron interaction for different fluences, see, for example,
[1, 2]. The range of typical threshold fluences for laser-induced damage is indicated. A: The
fluence at which the pulse spectrum approximately doubles in a z = 1 mm dielectric plate of
nonlinear index 7, is shown

that the electron can tunnel (ionization) during one optical period 27/w
approaches unity, region B. At larger fluences, region C, the laser field
approaches the Coulomb field between an electron and nucleus as a result
of which the electron dynamics is driven by the external field with the nucleus
as a perturbation. At even higher fluences, region D, the energy of the
electron accelerated in the laser field reaches the rest mass energy, resulting
in relativistic effects. The damage fluences of most dielectric materials are
within a relatively narrow fluence region close to region B, but well below
regions C and D. If we identify a permanent laser-induced material modifica-
tion with damage, the fluence region can be divided into two parts with a well-
defined boundary. Below this boundary, some material properties, e.g., the
refractive index, are changed without material ablation; at the boundary
(threshold fluence Fy,) and at higher fluences the material breaks down and
is ablated.

In this chapter, we review the energy deposition mechanisms that can lead to
femtosecond laser-induced breakdown and ablation in solids. We will concen-
trate on wide-gap dielectric materials and only briefly mention important
features in the interaction with (narrow-gap) semiconductors and metals. We
will conclude with an introduction of fs laser-based material structuring as an
emerging application.
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2 Damage Induced by Nano- and Picosecond Pulses

Since the invention of the laser, numerous research groups have studied optical
damage with laser pulses at various wavelengths and pulse durations [3, 4, 5, 6].
A large class of commonly used (bulk) optical materials [7], optical coatings [8, 9],
and more recently liquids [10, 11] (important, e.g., for ophthalmic surgery)
have been investigated. In parallel to the experimental work, significant efforts
have been made to develop theoretical models of optical breakdown in dielectric
materials.

Being intrinsically transparent to VIS-NIR pulses, diclectric materials are
excited via heating of electrons in the conduction band (CB) involving quasi-free
electron absorption followed by impact ionization. At a certain electron density,
the plasma becomes highly absorptive for the remainder of the pulse leading to
melting and evaporation of material (ablation). If (linear) absorption centers (as
a source for CB electrons) are absent, the optical pulse acts on background
carriers [12, 13, 14, 15] in the CB. Because of their stochastic distribution, the
threshold fluence for ps and ns pulses exhibits relatively large fluctuations [16].

With ns and ps pulses, a dependence of the damage fluence Fy, on the pulse
duration 7, Fi, o< s where k & 1/2, was found for bulk materials [17, 18, 19, 20]
and coatings [8, 21]. This , /7;, dependence is characteristic of situations where one-
dimensional transport of the excitation occurs during the pulse. For example, the
pulse is absorbed in a thin surface layer (spot area A), the produced heat propa-
gates normal to the surface (z direction), and lateral diffusion can be neglected
(spot size > > absorption depth). The pulse deposits an energy «, W, which is
distributed over a volume 4 /D7, during the pulse, with o, being the absorption
coefficient and D being the heat diffusion constant. The corresponding tempera-
ture change AT = koo W/(A/D1,) will lead to damage (melting) if a certain
threshold value (melting temperature) is reached. The corresponding incident laser
fluence Fiy = Wi /A =~ Q,/7, where Q contains the material parameters exhibits
the /7, dependence. A more rigorous approach involves solving the diffusion
equation for the half space. The solution shows the surface temperature to also
increase as AT o< F/,/7, [5]. A similar /7, law controlled by heat diffusion was
found when small (linear) absorption centers (impurities or defects) are present
[8, 22, 23] and the absorbed laser power scales as ma” (a — radius of the inclusion).

3 Damage Induced by Femtosecond Laser Pulses

A deviation from the , /7,-scaling of the breakdown threshold was first reported
for pulses in the range of 4-10 ps [24]. Later, this deviation was confirmed for
the case of femtosecond pulses, see Fig. 2 for example. The damage threshold
with fs pulses is more deterministic as compared with longer pulses; stochastic
background electrons in the CB lose their importance as photoionization of
valence band (VB) electrons takes over owing to the high field strength of fs
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pulses. As a consequence, damage is more likely be controlled by the intrinsic
material properties of bulk and thin-film samples.

Numerous experimental studies dealt with the dependence of the critical
pulse fluence Fy, on the pulse duration 7, [9, 27, 30, 31, 32, 33], the laser
wavelength A [30, 34, 35, 36], and the material [9, 27, 30, 32, 34, 35, 36]. These
experiments were conducted on fluorides, oxides, and glasses using near infra-
red and visible laser pulses with durations as short as a few femtoseconds.

The actual processes leading to femtosecond laser pulse-induced dielectric
breakdown and ablation are complex and still under investigation. Proposed
mechanisms for material breakdown and removal include Coulomb explosion
[37], plasma formation [38], thermal melting (heterogenecous and homogeneous
nucleation) [37, 38], and material cracking due to thermoelastic stresses [39].
Most of the damage processes occur after the optical pulse for 7, <100 fs.

Common to all these scenarios is that a critical amount of energy density has
to be deposited in the material before breakdown occurs. In the sub-ps pulse
regime, the absorption of near IR photons in dielectrics leads to the excitation
of electrons to the CB. Models that identify the onset of damage with the
production of a certain critical CB electron density N, were suggested early
on [18] and proved successful in explaining the observed F,(7,) behavior until
today [27, 30, 31, 33]. The exact value of this critical density is not known. One
limit was defined by using an excited electron density at which the energy in the
excited electron system equals the binding energy of the lattice [40]. For alkali-
halides, for example, this requires an electron density of about 10" cm~3 [7].
Another critical density was introduced by setting the plasma frequency equal
to the excitation frequency [41]. At this point, the material starts to absorb
strongly. For laser pulses at 800 nm this happens at N ~ 10>' cm 3. After the
critical electron density is reached, melting, vaporization, and ablation start.
There are indications that the critical electron density may also depend on the
pulse duration [42].
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4 Light—Matter Interaction

Figure 3 illustrates the main processes associated with the excitation of dielec-
tric materials with femtosecond pulses.

Photoionization and impact ionization produce CB electrons until a critical
density is reached. One can formally write a rate equation for the CB electron
density n:

dn
T =a+B-1, M

where o and 3 are the rates for impact and photoionization, respectively. ¢ is a
relaxation term taking into account electron trapping [9, 43]. The latter term

can explain the pulsewidth dependence of the threshold in dual-pulse ablation
experiments [43].

4.1 Photoionization

In metals and most semiconductors of practical interest, the radiation of
available femtosecond sources is absorbed via linear (one-photon) or free
carrier absorption. In either case, Beer’s law applies and assuming a
certain quantum efficiency, ionization rates and resulting electron densities
can be calculated easily. Saturation effects and plasma shielding have to
be taken into account at high electron densities. The so-excited electron

Fig. 3 Schematic diagram of energy deposition and dissipation in wide-gap dielectric
materials through excitation of electrons from the valence band (VB) to the conduction
band (CB) in the presence of defect states (D). Contributing processes are photoioniza-
tion (PI), impact ionization (Imp), electron—phonon—photon scattering (e—ph—pht, free
carrier absorption), electron—phonon scattering (e—ph, cooling of the electron gas),
electron—electron scattering (e—e), and electron-defect interaction (e-D) including the
creation of self-trapped excitons



248 M. Lenzner, W. Rudolph

system interacts with the lattice, which can be described by the two-
temperature model [44].

The physics of dielectric materials having a bandgap energy that is larger
than the photon energy of the incident laser pulse, £, > /iw, is more sophisti-
cated. In the absence of states within the energy gap (due, for example, to
defects or traps), the deposition of energy has to take place via a nonlinear
optical process.

Initially, electron—hole pairs are excited by high-field excitation. This
phenomenon was described more than 40 years ago by Keldysh [45].
According to this model, electrons are promoted to the conduction band
by a combination of what is usually called multiphoton ionization (MPI)
and tunneling ionization. Keldysh’s theory emphasized that MPI and tun-
neling are not competing mechanisms but merely two limiting cases of the
same ionization process.

For ionization to occur, the electron has to overcome the atomic potential
modified by the incident electric field. The Keldysh parameter

Yy=wT = meE,y 2)

w
[eE]
roughly represents the ratio of the time 7 needed to tunnel through the resulting
potential barrier and the period of the oscillating electric field, 7 = 2n/w. The
quantity &, is the ionization potential, m, and e are the effective mass and
charge of the electron, respectively. A Keldysh parameter v < 1 means that the
electron has enough time for tunneling before the field changes magnitude and
sign (see Fig. 4 C). In this limit tunneling ionization is the dominant excitation
mechanism. In the other limit, v > 1, multiphoton absorption plays the major
role in the ionization (see Fig. 4 A). According to [45], the ionization rate can be
written as

E E
y»1 y~1 vy«

A B o]

Fig. 4 Band model of high-field laser excitation of a wide-gap solid. The laser pulse
intensity is increasing from A to C. The gradient of the potential (tilt of the band
structure) is caused by the electric field of the laser pulse. Ec is the lower boundary of
the conduction band, E, is the upper boundary of the valence band, 7 is the Keldysh
parameter explained in the text
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2w (wm, 32 K(v1) = L(m)
5—%(7%) Q(y,x)xexp{—n<x+l>w}, (3)

where v1 = v/v/1 +7% 72 = 11/7, K, L are complete elliptical integrals of first
and second order, respectively, (z) denotes the integer part of z, and

L \PE K(y) = L)
009 =(557) 21 H g

k=0
— . )
2{x+1) = 2x +
- (\/ 2K L) )
. n;s; -L(), 5)

with ®(z) = [; exp(y* — z?)dy.

As explained above, the derived formula for the excitation rate reduces to
multiphoton absorption in the high-frequency limit and to the equation for tunnel-
ing at low frequencies and strong fields. Figure 5 shows the ionization rate accord-
ing to the Keldysh model as a function of laser intensity. At low fluences (v > 1), a
simple multiphoton absorption model fits the data well. The sudden changes in the
ionization rates occur at excitation intensities where the — now increased—effective
bandgap reaches a value that requires an additional photon for excitation. Even
though the Keldysh model needs to be modified for a more accurate description
(see, for example, [46, 47]), it explains the main features of the excitation well.

Recently, there has been theoretical work about the enhancement of photo-
ionization due to the presence of already ionized electron—hole pairs [48]. The
electrical field of these pairs superposes the electrical field of the light wave and
thereby leads to an exponential enhancement of the photoionization rate as well

T |'._.||||||| T T |||||||./ T T TTTTTT
i 7
‘:’u, 1035 .
)
£
S,
)
o
Fig. 5 Calculated § 10
photoionization rates as a ﬁ
function of laser intensity = ———— MPI (Keldysh) \
for %9 = 800 nm in quartz = N o Cerdysh |
(g =9eV). MPLis , ) . \
6-photon-ionization with a 0% 12 13 1 15
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rate 0¢/°® and
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as the impact ionization rate (see below). This additional ionization is supposed
to supersede the traditional avalanche ionization for pulses shorter than ~10 fs
which is about the time for an electron to be accelerated to an energy sufficient
for impact ionization [49].

4.2 Impact lonization

Electrons that are excited into the conduction band are continuously acceler-
ated by the laser field. Energy deposition into the electron system is possible
because momentum conservation is assured by the interaction with lattice
phonons; this process is known as free carrier absorption. After reaching a
critical value, the excess energy of these electrons can be transferred to valence
electrons by impact, promoting these to the conduction band (impact ioniza-
tion) see Fig. 6.

As a consequence, the conduction band electron density grows exponen-
tially. The impact ionization rate from Equation (1) can formally be written as

a = ap(E)n, (6)

where ay(E) is the impact ionization coefficient. This equation stems from the
DC avalanche breakdown in gases and crystals but has been shown to apply to
laser pulse-induced breakdown as well [12, 50].

The dependence of o on the electric field £ is difficult to derive because
contains information about two physical processes: free carrier absorption and
impact ionization. In an effort to find an analytical approach that describes a
broad class of dielectric materials, several models have been developed.
A common ansatz is Keldysh’s impact ionization formula:

Q= 77[(5—5c)/5c]2, (7

where 7 is a constant and £ is the kinetic energy of the electron [28]. Up to this
point, almost all publications modeling dielectric breakdown with rate

Fig. 6 Two possible paths E E
of impact ionization. An

electron, highly excited into

the conduction band by free

carrier absorption, ionizes
a second electron from the
valence band, observing
energy and momentum
conservation
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equations agree. However, the size of the assumed constants 7 differs as well as
the postulated critical energy &..

In order to fulfill energy and momentum conservation, the free electron
needs to be promoted to a critical energy &, [28, 45, 51]:

€2E2

Equation (8) contains the sum of the bandgap energy and the ponderomotive
potential, i.e., the energy of the electron oscillating in the laser field; the factor
1.5 results from the common assumption that the effective electron and hole
mass are equal at the extrema of CB and VB. The “flux-doubling” model [15, 30,
52, 53] assumes that (i) as soon as an electron acquires the critical energy it
ionizes a second electron and the excess energy is equally distributed between
the collision partners and (ii) the shape of the electron distribution remains
basically unchanged during the laser pulse. This model yields an impact para-
meter that is proportional to the field squared, i.e., ay(E) = «;I, where I o E?is
the pulse intensity. This approach is strictly applicable only for photon energies
sufficiently small compared to the bandgap energy [14].

There is another estimate where the impact ionization coefficient ay(E) is
proportional to E in the high-field limit [54]. This model, developed for DC
high-field electronic transport, considers a nonuniform distribution of electrons
in the conduction band. It was used to explain the increasing threshold fluences
for very short pulses (see Fig. 2) [31].

A quantum-mechanical method to calculate “the rate at which conduction
band electrons absorb energy” (i.e., free carrier absorption) is employed in [55].
Here, the calculated absorption rate (which is significantly different from the
classical one) is used as starting point to calculate the avalanche coefficient
using the flux-doubling model.

Because the agreement between these models and experimental results is
sometimes unsatisfactory, more sophisticated numerical models are established
to describe the temporal evolution of the electron gas in the conduction band. In
Ref. [28], for example, Equation (7) was replaced by a completely quantum-
mechanical description. Here, the impact ionization contribution to the devel-
opment of the distribution function in the Boltzmann equation was calculated
from a collision integral. This approach, usually referred to as “full kinetic
model” involves an extensive numerical apparatus but it allows to treat free
carrier absorption and impact ionization separately, quantum-mechanically. It
also considers the energy dependence of these processes [49, 56]. More recently,
a set of rate equations were developed that use discrete electronic levels in the
conduction band to account for the dependence of the impact ionization rate on
the electron energy [57].

In summary, impact ionization in dielectric materials with femtosecond
pulses will remain an interesting research area for years to come because of
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the vast complexity of processes involved. For example, the role of the actual
band structure of the material under investigation is largely unexplored.

4.3 Scaling Laws

Many experimental observations concerning the threshold fluence behavior
and also its order of magnitude could be explained by the rate Equation (1)
when the impact ionization term was approximated by o = «;nl and the PI term
by the multiphoton absorption term 5 = (3,,I". It is instructive to look at the
predictions of this model concerning the dependence of the damage fluence on
the bandgap with the assumption that the £, dependence stems from §(&,).
Under certain conditions [58], one can derive from Keldysh’s theory [45]:

2

ﬁ,ﬁg%(mrwfﬁ( ; )exp(zm) ©)

h 8wmycey)  (no€q)"’

where wis the carrier angular frequency of the laser pulse, m = mod (&, /%iw) is the
order of the multiphoton absorption process, m, is the reduced mass, e is the
electron charge, ¢ is the velocity of light in vacuum, and n is the refractive index.
In a broad parameter range for the impact ionization coefficients and sub-ps
pulse durations, this 3() results in an approximately linear increase of Fi, with
&, [9]. There is experimental evidence supporting these results, see Fig. 7.

4.4 Multiple Pulse Effects

The damage threshold of dielectric materials typically decreases with the number
of pulses that illuminate one and the same sample site. This phenomenon,
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Fig. 8 Damage fluence vs
number of pulses (7 =~ 30 fs,
1 kHz repetition rate) on the
same sample spot (squares).
The lines represent
modeling results (dashed
line—Equation (11), solid
line—numerical model) from
[60]. The sample was a
Ta,0Os5 film deposited on
fused silica
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sometimes called incubation, has been observed for different pulse repetition
rates and pulse durations [4, 31, 32, 33, 53, 59, 60]. An example is shown in Fig. 8.

The international organization for standardization recommends a phenom-
enological fit function that relates the single pulse damage fluence F, | to the
M-pulse threshold

Fing — Fineo
1+ A-llog,o(M)’

Fin(M) = Fin oo + (10)

where A is a fit parameter [61].

In wide-gap materials, optical excitation can result in the formation of self-
trapped excitons (STEs) and color centers [53, 62, 63, 64, 65], cf. Fig. 3. These
excitations can be long lived with lifetimes up to months at room temperature
depending on the material. The formation of STEs following optical excitation
usually proceeds on a ps or sub-ps time scale [43, 66, 67]. While most likely not
critically important for single pulse exposures, the accumulation of such defect
states that can act as additional absorption centers affects the multiple pulse
damage behavior. Since these defect states are within the bandgap, an absorp-
tion of lower nonlinear order than what is necessary for an interband transition
suffices, increasing the absorption with pulse number. Indeed, a model taking
into account such processes can explain the principal Fy, (M) behavior, cf. Fig. 8.
For a material that can be excited by a three photon absorption, for example,

T M-1
Fo(M) = Fy o+ [Py = Fl (1 - T—VSBB) , (1)

where T, Typ, and B is the formation time of defects (STEs), the interband
recombination time, and the ratio of N, and the maximum possible defect
density, respectively [60].
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5 Applications

The advantage of material processing with femtosecond pulses is most obvious for
wide-gap dielectrics, which are transparent to near infrared and visible laser light.
Unlike for (linearly) absorbing materials such as metals and semiconductors, cw-
high-power laser machining can be utilized for dielectric materials only to a limited
extent. Not only can the high peak power of femtosecond pulses turn these
materials into absorbing targets, but also the involved nonlinear absorption
processes cause a high degree of spatial confinement (in three dimensions) of the
deposited energy. This together with the associated deterministic breakdown
thresholds makes femtosecond machining attractive [25, 27, 29, 34, 68] in parti-
cular for microstructuring. This application field also matches the commercially
available fs laser systems with limited average power, typically not exceeding 10 W.

Several noteworthy features of femtosecond laser ablation (as opposed to
machining with nanosecond pulses) have been observed:

e [t is possible to process transparent materials.

988891

9883559 208.0kV i 978854 28.8

Fig. 9 Scanning electron micrographs of fused silica ablated by ultrashort laser pulses with a
peak fluence of Fy. A =780nm, 80 shots. Pulse duration and fluence are (upper left)
T =3ps, Fo =19.9 Jjem?, (upper right) m, =220fs, Fy =10.7 Jjem?, (lower lef?)
7 = 2018, Fy = 11.1 Jjem?, (lower right) 7, = 515, Fy = 6.9 J/cm?
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e More regular damage patterns as well as a higher reproducibility of struc-
tures from shot to shot are found [69].

e High intensities in the focal region at low average power result in low
thermal load to the surrounding material and the material in the beam path.

e The penetration depth of the pulses can be controlled by changing the pulse
duration; it can be as low as 100 nm [27].

e Only a small fraction of pulse energy is converted to heat and momentum
(small heat-affected zone or shock-affected zone) [70].

To qualitatively demonstrate this phenomenon, typical ablation pictures for
fused silica taken from a scanning electron microscope are shown in Fig. 9.
Holes for different pulse durations between 5 fs and 3 ps were machined with 80
pulses from a Ti:sapphire laser system at a repetition rate of 1 kHz. It is obvious
that the 5fs ablation morphology (Fig. 9, lower right) is much more determi-
nistic than in the case of longer pulses (Fig. 9, upper row). Differences are visible
even when compared with the 20fs pulses (Fig. 9, lower left). Although the
applied fluence is higher for the picosecond pulses, it amounts to the same
multiple of the damage threshold fluence for all pulse durations. The more
stochastic behavior of long-pulse ablation as explained in Section 2 accounts for
the difference in edge quality.

Femtosecond lasers are not necessarily advantageous for the processing of
linearly (in the NIR-VIS) absorbing materials such as metals or semiconductors
since the energy deposition itself does not depend much on pulse duration. In most
materials, the electrons transfer the energy to the lattice on a time scale of a few ps,
after which melting and evaporation occur. By carefully choosing the parameter
range (wavelength, pulse duration, fluence) of the processing laser, one can
structure these materials with the same high precision using more cost-efficient,
longer-pulse, laser systems.

Another interesting application of high-intensity laser pulses is processing of
transparent materials within the bulk. Not only can decorative accessories be
produced this way, but also three-dimensional optical waveguides can be writ-
ten within the materials [71]. The physical mechanism of this permanent mod-
ification of the refractive index is not completely resolved. Structural changes of
the atomic network rather than optical breakdown are likely to occur [72]. At
higher intensities, material can also be ablated if the debris is removed by, e.g., a
wetting fluid. Microfluidic devices can be manufactured using this technique [73].
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Macroscopic Effects in High-Order Harmonic
Generation

Pascal Saliéres and Ivan Christov

1 Introduction

The use of powerful ultrashort laser pulses offers new perspectives in light—
matter interaction because the external field may reach very high values before
the atom is fully ionized. Recent experiments have shown that by using 800 nm
laser pulses of duration around 10 fs, harmonics of order higher than 300 can be
generated in noble gases, extending the spectral range of the emission to the
water window [1, 2] and to the keV regime [3] (see the chapter of Lewenstein and
L’Huillier). Moreover, the properties of the macroscopic harmonic emission
(ultrashort pulse duration, high brightness, good coherence) make it a very
unique source of XUV radiation, used in a growing number of applications
ranging from atomic [4, 5] and molecular [6, 7, 8] spectroscopies to solid-state
[9, 10, 11] and plasma [12, 13, 14] physics. The last two properties stem from
the fact that harmonic generation is a coherent process so that the phase of the
harmonic emission at a given time and position is determined by the generating
laser field. This allows (under certain conditions) the coherent growth of the
harmonic field in the nonlinear medium and the “transfer” of the laser coher-
ence properties to the harmonic beam. However, both the physics of the emis-
sion and the generating conditions are very different from the ones relative to
low-order harmonic generation (classical nonlinear optics) and very specific
problems and processes arise in this new situation.

The generation of high harmonics takes place in a gas medium since there
exist no solid-state materials that are transparent to the XUV radiation and that
can stand the high laser intensities necessary to produce these harmonics.
Although the dispersion of the gases is much lower than that of the solid
materials, phase matching is required to achieve significant increase in the
harmonic signal. This means that the driving polarization and the high-fre-
quency light must have the same phase velocity as they travel through the
generating medium. However, since the gases are isotropic the well-established
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phase-matching techniques are not applicable and new ones have to be devel-
oped. Different generating conditions have been tried to optimize the conver-
sion efficiency: laser tightly focused in a gas jet or cell, laser guided in a hollow
core fiber filled with gas. Moreover, the high laser intensity may induce a strong
ionization of the nonlinear medium. The resulting space- and time-dependent
free-electron dispersion has important consequences for the propagation of
both laser and harmonic fields.

In this chapter, we study how the macroscopic harmonic field builds up in the
medium and review the main limiting factors to the harmonic yield. We first
recall the propagation equations in order to introduce the main propagation
effects: they define optimal generating conditions and determine the macro-
scopic properties of the harmonic emission. We then discuss the non-adiabatic
phenomena occurring with ultrashort few-cycle laser pulses and the possibility
of generating macroscopic attosecond x-ray pulses. Finally, we present some
new proposals for phase matching.

2 Propagation Equations

In order to calculate the macroscopic response of the system, one has to solve
the Maxwell equations for the fundamental and harmonic fields. A now stan-
dard approach has been developed by Anne L’Huillier and co-workers in the
case of not too short laser pulses using the slowly varying envelope and paraxial
approximations [15, 16]. Several groups have used similar approaches to study
the effects of phase matching and to perform direct comparison of the theory
with experiments [17, 18, 19]. Recently, the emphasis on ultrashort laser pulses
has led to more general resolutions of the propagation equations [20, 21, 22, 23,
24]. For a review, see [25, 26].

First, we present simplified propagation equations in order to introduce the
relevant parameters and discuss the main phenomena occurring during the
propagation. Starting from the general wave equation describing the propaga-
tion of a linearly polarized electromagnetic field in an isotropic, globally neu-
tral, non-magnetic, dielectric medium, one obtains, in the slowly varying
envelope and paraxial approximations, the following coupled equations:

9E (1, 1)

ALE (v, 1) + 2iky (r, 1) =0, (1a)
z
. O, (r, 1) ¢ gk —kaq)z
AL E,(r, 1) + 2iky(r, 1) ‘gz = €002179(,1“@, 1)elleki—ka)z (1b)

where & (r,t) and &£,(r, 1) denote the slowly varying envelopes of the funda-
mental and gth harmonic fields, respectively, propagating in the medium with
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wavevectors k; and k,. The depletion of the fundamental field is neglected,
considering the low conversion efficiency obtained in gases. The source
term for the harmonic field (right-hand side of Eq. (1b)) is provided by the
envelope of the ¢th Fourier component of the nonlinear polarization:
735”“(;', 1) = ny(z,t)dy(r,t), where n,(z,t) is the atomic density and d,(r, 1)
denotes the gth harmonic component of the total atomic dipole moment
that includes the contributions of all active electrons (see the chapter of
Lewenstein and L’Huillier). These equations are written in the moving refer-
ence frame, assuming a constant group velocity for the laser and harmonic
pulses, given the low atomic densities used in experiments. The “slow” time
dependence in the above equations accounts for the temporal profile of the
fundamental field that enters Eq. (1a) through the boundary condition for &;.

An important simplification to the problem is obtained by assuming that the
polarization is a local function of the incident electric field, both in space and
time. The field creating a polarization in (r, r) is & (r, f). In space, this approx-
imation is valid for the dilute media used in experiments. In time, it implies that
the polarization follows “instantaneously” or adiabatically the changes in the
envelope of the electric field. This is questionable for high intensities and
ultrashort pulses, and a number of non-adiabatic phenomena have been
reported both in simulations and in experiments (see Section 6).

For not too short pulses, it is then possible to propagate independently
temporal slices of the laser envelope, except for the ionization that of course
builds up during the pulse. The amplitude and phase of the fundamental field
are obtained by solving the propagation equation (1a), allowing the calculation
of the nonlinear polarization and the solution of the propagation equation (1b)
of the harmonic field.

3 Main Propagation Effects

The main processes governing the propagation of the harmonic field in the
nonlinear medium — absorption, phase matching and amplification — are
described in the following.

3.1 Absorption

Except for low orders, the harmonic photon energy is larger than the
ionization potential of the generating rare gas, so that a significant portion
of the emitted radiation may be reabsorbed. For low degree of medium
ionization the reabsorbtion by the neutrals sets an upper limit on the
achievable harmonic yield, as will be shown below. It enters Eq. (1b)
through the imaginary part of the refractive index and thus of the harmonic
wavevector: Im(k,) = rohifan./q = n,o,/2, where ry is the classical electron
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radius, f> the imaginary part of the atomic scattering factor, n, the atomic
density and o, the photoionization cross-section. One can define an absorp-
tion length L, = 1/n,0, as the length over which a freely propagating field
is attenuated by a factor exp(0.5).

3.2 Phase Matching

As is clear when considering Eq. (1b), an efficient energy transfer between the
polarization and harmonic fields requires that they propagate with the same
phase velocity. If this is not the case, destructive interferences between partial
waves emitted at different z-positions in the medium come into play, stopping
the coherent growth of the macroscopic harmonic field. From Eq. (1b), one can
derive a phase-matching condition generalized to the strong field regime [27]:
k, = gk, + V®,, where @, is the intrinsic phase of the harmonic dipole moment
d,. In the following, we analyze this term and the main dispersion phenomena
that play a role in phase matching.

3.2.1 Dipole Phase

In the strong field regime, the dipole phase strongly depends on the laser
intensity (see the chapter of Lewenstein and L’Huillier), so that the laser
focusing in the nonlinear medium may result in large longitudinal and trans-
verse gradients of this phase, influencing phase matching. The origin of this
intrinsic phase is the action acquired by the electron wavefunction on the
trajectory leading to the emission of the considered harmonic. It can be
approximated by ®, ~ —U,7 ~ —0I;, where U}, is the ponderomotive poten-
tial and 7 the duration of the trajectory. In a first approximation, it varies
linearly with the laser intensity /; the slope # depends on the return time and
exhibits a weak dependence on both the laser intensity and the harmonic
order. In fact, it has quite a generic behavior for the high harmonics. When
the harmonic is in the cutoff region, there is a single trajectory giving rise to
the emission, characterized by Oeuiorr =~ 13.7 x 10~'*rad cm?/W. In the pla-
teau region, there are mainly two such trajectories corresponding, respec-
tively, to Osnore =~ 1.4 x 10~ '*rad ecm? /W and 6jong =~ 25.7x 10~ *rad cm?/W.
Due to these different slopes, the best phase matching conditions will be
different for the different trajectories, as will be shown below.

3.2.2 Geometric Dispersion

The focusing of the laser beam in the nonlinear medium introduces a phase
advance on axis known as the Gouy phase. In the focal region of a Gaussian
beam, the correction to the fundamental wavevector can be written as
0k geo = —2/z1Z, Where z; is the confocal parameter. The correction to the
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harmonic wavevector due to the diffraction of the freely propagating harmonic
beam is of the same order of magnitude, so that for sufficiently high orders, one
obtains Akgeo = qoki goo — Okiggeo =~ —2q/21 Z.

In the case of the guiding of the laser beam in a hollow-core fiber, the
correction to the propagation constant writes 6kj geo = —7\11/[%1 /47m2 z, where
a is the bore radius and u;; = 2.405 [28], resulting in Akgeo ~ —gh 13, /4nd® 2.
Note that this mismatch is close to the Gaussian one in the case where
a ~ 1.2wq, where wy is the Gaussian beam waist.

3.2.3 Atomic Dispersion

The linear atomic polarizability may also play a role in phase matching, even
though its role is small for low atomic density. The correction to the funda-
mental wavevector can be approximated to Ok aom = main, /A1 2, where
«y is the static polarizability. The harmonic wavevector is modified by
0k g atom = —Tohifi1a/q Z, where f] is the real part of the atomic scattering factor.
The resulting mismatch is

M .
Akyiom = qékhatom - 6kq.atom =Ny l:nal 7% + rOfl ;1:| Z. (2)

3.2.4 Electronic Dispersion

High-harmonic generation is intrinsically linked to ionization. While
the dispersion induced by the resulting ions is negligible due to their lower
polarizability, the one induced by free electrons is a very important parameter
as soon as there is a significant portion of ionization. Indeed, it affects the
fundamental much more than the harmonic wave: Akeee = g0k elec—
Ok clec = rohine(—q + 1/q) 2 ~ —roghine Z, where n, is the free-electron density.

3.2.5 Generalized Phase-Matching Condition

We can now write a detailed phase-matching condition: kg = k" + Akgeo+
Akaiom + Akeiee — OV 11, where |k)| = glk}| = 2mq/A;. The way the different
vectors compensate — or not — each other determines how the harmonic field
builds up in the nonlinear medium. The geometric and electronic contributions
are opposite to the atomic contribution. The dipole phase factor has a direction
determined by the r position in the focal volume. It is thus possible to find
different phase-matching regimes depending on the generating parameters: the
gas density influences the atomic and electronic dispersions, the laser intensity
modifies both the electronic dispersion and the dipole phase factor, the laser
focusing or guiding changes the latter as well as the geometric dispersion, the
position of the jet relative to the focus determines the gradients of the dipole
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Fig. 1 Illustration of the phase-matching conditions for two positions of the gas jet relative to
the laser focus. The corresponding spatial profiles measured for the 39th harmonic generated
in neon are shown below (from [29])

phase. In order to illustrate these different regimes, we give below two examples:
first in the case of a focused laser beam and second, for a guided beam.

When the laser beam is focused in the nonlinear medium, the position of the
focus can serve as a phase-matching parameter, as illustrated in Fig. 1. When
the jet is placed after the focus, the dipole phase gradient adds to the atomic
dispersion to compensate for the geometric dispersion (and also possibly for the
electronic dispersion, not shown here) resulting in a good phase matching on
axis. If the jet is placed before the focus, the dipole phase gradient is now
directed in the opposite direction preventing phase matching on axis. However,
it is possible by going off axis to achieve a good phase matching thanks to
the transverse gradient of the dipole phase [29, 27]. A signature of the way phase
matching is achieved in the medium is provided by the spatial profile of the
resulting harmonic beam. And indeed, a distortion from a narrow-centered
profile to a large annular distribution has been observed when changing the jet/
focus position [29], as illustrated in Fig. 1: the 39th harmonic was generated in a
1 mm long neon jet by a laser beam focused at 3 x 1014W/cm2 with a confocal
parameter of 5 mm. Note finally that, when the jet is after the focus, only a small
gradient of the dipole phase is necessary to achieve phase matching, which
favors the contribution of the short trajectory that presents the smaller slope
Oshort- The situation is reversed when the jet is before the focus and more
favorable to the long trajectory.

When the laser beam is guided in a hollow-core fiber, there is no longitudinal
gradient of the intensity and thus of the dipole phase. Therefore, the only way to
balance the net negative dispersion that comes from both the geometric disper-
sion and the free-clectron dispersion is to vary the atomic dispersion by playing
on the gas density [30, 31, 32]. Thus, there exists a maximum of the harmonic
yield as a function of the gas pressure inside the capillary, as shown in Fig. 2.
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Fig. 2 Pressure dependence
of the harmonic yield in a
hollow capillary for several
gases. In order of increasing
optimum pressure, the
curves correspond to xenon,
krypton, argon, and
hydrogen. From [31]

uu— ;
Y 00 w0 100 1400

The more dispersive the gas, the lower the optimum pressure for phase match-
ing. With this technique, a spatially homogeneous phase matching can be
achieved over long distances (see Section 3.3). Note that this type of optimiza-
tion is only possible for a low degree of ionization (typically below 10%, see also
Section 8) where the electronic dispersion is small.

More generally, if there is no exact compensation of the different dephasing
terms, we are left with a phase mismatch term: Ak, = gk, + V®, — k, that
determines a coherence length Lo, = n/|Akyy|, the distance over which the
nonlinear polarization and the harmonic field get dephased by n. This is the
elementary length over which the harmonic field builds up constructively.

3.3 Amplification

Amplification here is understood in the general meaning of an energy transfer
between the laser and harmonic beams. In a focused geometry, the interaction
range between the laser field and the harmonic field is limited to the size of the
confocal parameter. This is because the harmonic generation is a very high
order nonlinear process and as such it is very sensitive to the peak intensity of
the laser pulse. Therefore, the typical length L., over which the amplitude of the
polarization is high enough to contribute to the macroscopic emission is limited
to a few mm. Moreover, the propagation of the laser field may be affected by a
strong ionization: since the ionization is higher on axis than in the wings of the
laser beam, there is a strong radial gradient of the free-electron density, equiva-
lent to a diverging lens. This induces a defocusing of the laser beam as it
propagates through the nonlinear medium. The reduced intensity sets a limitation
on the amplification length [33]. This is particularly important when using long
generating media, where L,m, becomes smaller than Ly,.q, the medium length.
The limitations of the focused geometry can be circumvented by using guided
geometry which ensures quasi-planar propagation of the waves over distances
far exceeding the confocal parameter. Currently there are two basic schemes
which experimentally implement guided-wave high-harmonic generation. One
uses self-guided pulses where the self-guided propagation results from a
dynamic quasi-equilibrium between beam convergence due to self-focusing
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and beam divergence resulting from the ionization [34, 35, 36]. However, the
self-focusing occurs for a narrow set of parameters of the laser pulse and of the
gas, which limits the interaction length to about 1 cm. Nevertheless, a conver-
sion efficiency ~107¢ for the 49th harmonic generated in neon has been
observed, which surpasses by more than one order of magnitude that one in
the focused geometry. More flexible control over the parameters for phase-
matched propagation is achieved by using a hollow capillary. In this way, very
long interaction lengths can be obtained. This is particularly helpful for harmo-
nic orders corresponding to very long absorption lengths (low-absorption cross-
section), like the 29th generated in argon. In addition, the spatial filtering that
results from the guided geometry improves the spatial quality of both the laser
and the XUV beams. An increase in the harmonic signal between two and three
orders of magnitude has been obtained over a distance of 3cm [31].

4 Optimal Generating Conditions

How will the macroscopic harmonic yield be affected by the various above-
mentioned limitations? A useful insight into this problem is given by a simple
one-dimensional model that allows an analytical solution of the propagation
equation for the harmonic field [32]. The number of harmonic photons emitted
on axis per unit of time and area is given by

412
N, h & I’l,zd2 abs
T e 2,1, o

{1 + exp < Lm°d> —2cos (anCd> exp ( Loned )}

Laps Leon 2Labs
The value of the photon flux as a function of the ratio of the different char-
acteristic lengths is illustrated in Fig. 3. When L,,s becomes much smaller than

;;/No absorption
1,0 o

Fig. 3 Number of photons
emitted on axis as a function
of the medium length (in
units of absorption length).
The dotted line corresponds
to a zero absorption case.

QOutput photon flux (arb. units)

0 2 4 6 g 10 12 14
From [32] Medium length (L, . units)
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both Lyeq and Leopn, the output saturates at a value proportional to 4d§ / afl,

independent of the medium density. Note that since an upper limit on d, is set
by ionization when increasing the laser intensity, it follows that there is a
maximum value for the harmonic conversion efficiency. A rule of thumb to
ensure that the macroscopic response is more than half the maximum response
is obtained from Fig. 3 in the form of two conditions: Lyeq>3La,s and
Lcoh > 5Labs [32]

Figure 4 illustrates the variation with pressure of these characteristic lengths in
a typical case. For a pressure of 60 Torr, the dispersion terms cancel out leading
to an infinite coherence length. If L,,¢q is too short (0.5 mm case shown in dotted
line), it prevents the optimal conditions to be fulfilled simultaneously. In contrast,
this can be realized in a large pressure range (from 55 to 115 Torr) if Lyeq is large
enough (2.5mm case shown in dashed line). And indeed, a saturation of the
harmonic yield due to absorption has been observed at these pressures in experi-
ments [37]. The influence of the medium length has also been studied in [38].

An absorption-limited emission has been demonstrated by several groups in
different generating conditions (gas jet or cell, hollow-core fiber), rare gases
(xenon, argon, neon) and harmonic orders [30, 31, 32, 35, 37]. Using ultrashort
laser pulses (less than 10fs), it is possible to achieve such an emission at
wavelengths down to 10 nm [39]. For shorter wavelengths, the coherence length
remains the main limiting factor due to the strong free-electron dispersion
resulting from the high degree of ionization necessary to generate these high
harmonics. Since ionization builds up during the laser pulse, phase matching
may be achieved only transiently and at different times depending on the
position (intensity) in the medium. In order to get the maximum harmonic
intensity, a phase-matched absorption-limited emission must be obtained at the
highest possible laser intensity (that provides the highest d,) [40, 41]. Typical
conversion efficiencies reach a few 10~ at 55 nm in xenon, a few 10~¢ at 30 nm
in argon, a few 10~ down to 10 nm in neon.

Fig. 4 Calculated
absorption length
(dot-dashed line) and
coherence length (solid line)
for H47 generated in neon at
4x10'“W /cm? (laser beam
(z1 =9 cm) focused 2.5cm
after the jet, ionization rate .
0.3%, dipole phase —01;, 7 ~°°X T T T T T T T I T
with 6 = 20x ~

10 %rad em®/W). Medium [T e

lengths of 0.5 mm (2.5 mm) 0 P s s ‘ ‘
are indicated in dotted 0 20 40 60 80 100 120 140
(dashed) lines. From [37] Pressure (Torr)

Length (mm)
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Fig. 5 Spectral profiles of
the 19th harmonic generated

in a | mm long neon jet by a :I:I:I:E
130 fs, 800 nm laser pulse — (om),
focused (f/80) at

4 x 10W/cm?. From
bottom to top, the jet is
moved from after to before
the focus, as indicated in the
inset. The color shades, dark
blue vs. light blue, refer to the
contributions of the short
(long) trajectory, resp. .

From [45] 41.0 415 42,0 425
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5 Influence on the Macroscopic Properties

The way phase matching is achieved in the medium determines the harmonic
emission profile, as shown in the preceding section. More generally, it can affect
the coherence properties of the macroscopic emission: the spatial [42, 43] as well
as the temporal [44, 45] coherence. In order to illustrate the latter effect, Fig. 5
presents the spectral profile of the 19th harmonic generated in neon for different
jet/focus positions. When the jet is moved from after to before the focus, the
harmonic spectrum broadens considerably and symmetrically, indicating a chirp
of the emission. Indeed, since the dipole phase varies rapidly with the laser
intensity, the harmonic emission by the short laser pulse presents a temporally
varying phase. This phase modulation is all the more important as the electron
trajectory leading to the emission is long (large slope fiong). The long trajectory
being favored when the jet is before the focus, this position leads to a larger chirp
and consequently a larger spectral width. This result corroborates the measure-
ments of the coherence times inside the harmonic beam reported in [46, 47].

Like the intensity-dependent dipole phase, the ionization-induced free-electron
dispersion may result in a degradation of the harmonic beam coherence, especially
in a focused geometry [48, 49, 50]. Both are time- and space-dependent factors that
degrade the correlation between the harmonic fields, particularly in the focal
region where the intensity is high.

6 Few-Cycle Laser Pulse (Non-adiabatic) Phenomena

When the atom is exposed to a strong fast-increasing field, its response may be
strongly distorted for three main reasons. First, the laser field amplitude vary-
ing significantly over the optical period may modify the electron trajectories
leading to harmonic emission: an electron entering the continuum when the
laser intensity is increasing experiences an additional acceleration before
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returning, resulting in a blue shift of the emitted harmonic [51, 52, 53]. Second,
the value of the carrier-envelope phase will determine the number of laser half-
cycles contributing to the emission in the cutoff region of the spectrum, and
consequently its shape (see Section 7) [54, 55]. Third, the transient ionization
becomes a dominating mechanism which affects both the single-atom interac-
tions and the propagation of laser pulses through the gas medium, where
macroscopic effects like plasma dispersion take place (a phase-matching
mechanism relying on this effect will be presented in the last section) [23, 56].
To illustrate the distorted ionization dynamics, let us now consider the response
of an atom which is illuminated by a strong laser pulse which consists of only
few periods of the carrier under the envelope. Figure 6(a) compares the time-
dependent ionization calculated by ab initio solution of the three-dimensional
Schrodinger equation (solid line) with the results from the quasi-static theory
(for the quasi-static approximation see, e.g., [57] and the references therein).
The major difference between the quasi-static approximation of light—atom
interaction and the (ab initio) solution of the Schrédinger equation is that the
former relies on the concept of “ionization rate”. It is important to stress that
the rate must be a positively defined quantity while the time derivative of the
ionization probability as calculated by the Schrodinger equation is not (see
Fig. 6(b)). This effect can be neglected for pulses much longer than the period of
the carrier frequency because of the time averaging over many periods which
takes place in that case. However, the return of the wavepacket to the core when
the field reverses its sign strongly modulates the ionization yield in the case of a
few-cycle laser pulse (see the deeps in the solid curve in Fig. 6(a)), which in
return reshapes the laser pulse through the medium polarization. In fact, the
negative values of the time derivative of the ionization probability lead to a
negative loss experienced by the laser pulse, which means that the atomic
polarization periodically restores energy back to the pulse at each half-cycle
of the carrier [58]. This is an essentially non-adiabatic effect which is ignored in
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Fig. 6 Time dependence of the ionization (a) and the ionization “rate” (b) for a hydrogen
atom. Solid line numerical results; dashed line quasi-static approximation. The dotted line in
(a) shows the laser field. From [58]
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the quasi-static theory where the ionization rate is always a positively defined
quantity. Moreover, during the propagation the phase of the laser field changes
due to the dispersion, which also reflects on the ionization via the dependence of
the ionization on the absolute phase of the laser field [58, 59]. These non-
adiabatic effects should be taken into consideration when propagation and
phase-matching issues are of importance. It should be noted that there exists
another interpretation of the non-adiabatic response based on the assumption
that the ionization of the atom can be calculated by using a static field ioniza-
tion rate, for each instantaneous value of the electric field [60]. However, by still
using the “rate” concept one ignores the essentially non-adiabatic effect that is
due to the return of the electron wavepacket to the core, as discussed above.

7 Generation of Attosecond X-Ray Pulses

One of the most attractive challenges faced by extreme nonlinear optics is the
generation of short-wavelength pulses with ultrashort duration. Since the har-
monic comb spans hundreds of harmonic orders, its time counterpart should
consist of series of x-ray pulses with unprecedentedly low duration, provided
the different harmonic orders are in phase [61, 62]. In fact, the time dependence
of the harmonic emission can be understood intuitively as ultrashort bursts
emitted by the atom at each re-collision of the electron with the core, which
happens twice per laser period (linear polarization is assumed) [63]. However, a
more detailed analysis based on quasi-classical considerations reveals that the
emission within each half laser cycle is more complex and it consists of the
contributions of the two electron trajectories with the shortest return times [64].
Further, depending on the geometry of harmonic generation, the propagation
may enhance the contribution of only one of these trajectories thanks to a better
phase matching (see Section 3). As a result, the harmonic radiation at the output
of the medium consists of a train of sharp short-wavelength pulses with sub-
femtosecond duration, with only one pulse per half-cycle. Experimentally, a
first indication of this attosecond localization of the harmonic emission was
reported in [65] and more recently, a train of 250 as pulses has been measured,
corresponding to the coherent superposition of harmonics 11-19 generated in
argon [66]. For a detailed discussion see the chapter of Scrinzi and Muller.

Of course, a train of attosecond pulses with a terahertz repetition rate could
find practical applications under some specific conditions. It is evident, how-
ever, that the unique time resolution offered in the attosecond timescale can be
more easily exploited if isolated attosecond pulses are generated. The earlier
proposals for generation of single attosecond pulses are based on the sensitivity
of the harmonic efficiency to the degree of ellipticity of the laser light [67]. By
irradiating the atom with two perpendicularly polarized laser fields of slightly
different carrier frequency, the harmonic emission can be localized to the time
interval where the net polarization is linear. A first experimental attempt in this
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direction has been made using two chirped laser pulses delayed in time, resulting
in a temporal gate of duration ~ 4fs [68]. More recently, a new scheme for
polarization gating was proposed, based on two time-delayed circularly polar-
ized laser pulses [69, 70]. This technique would allow generating intense isolated
attosecond pulses in the plateau region of the spectrum, as demonstrated in a
recent experiment [71].

A different approach for generation of isolated attosecond pulses makes use
of the fact that when the atom is illuminated by ~20 fs laser pulse, the harmo-
nics close to the end of the plateau acquire a quadratic phase modulation (linear
chirp, see Section 4), which allows further compression of these harmonics to
sub-femtosecond pulse duration [52, 21]. However, the time envelope of the
compressed harmonic pulse shows some structure on femtosecond timescale.

A direct method for generation of a clean single attosecond pulse is offered
by the high-harmonic generation with a few-cycle laser pulse [72]. When ~5 fs
laser pulse is used (800 nm) such that the maximum of the carrier wave coincides
with the maximum of the envelope (cosine wave under the envelope), the
harmonic emission close to the end of the plateau is localized to only one
half-period near the pulse peak (if the atom is still not fully ionized) or to any
one half-period before if the atom is fully ionized. Therefore, in this case the end
of the harmonic plateau merges in a broad continuous band which is generated
during the re-collision of the most energetic electron with the core. In this way
the detrimental interference that comes from the contributions from the neigh-
boring half-periods of the laser pulse is eliminated (they still contribute but to
much lower photon energies). In other words, the harmonic generation close to
the end of the plateau does not depend on the history of light—atom interaction
in this case. Thus, the generated x-ray continuum at the end of the plateau can
further be extracted by a filter or a x-ray mirror to produce a single attosecond
pulse per laser pulse [72]. This regime of HHG is also favored by the decreased
ionization of the atom when illuminated with a few-cycle laser pulse, which
leads to generation of shorter wavelengths with higher efficiency. Of course, the
quasi-single-cycle regime of HHG requires appropriate intensity and phase of
the laser field (e.g., a cosine wave under the envelope). In case of non-optimal
relation between intensity and phase, the end of the plateau can be modulated
by the contributions from different half-cycles of the laser field (e.g., in case of a
sine wave under the envelope [73]). It should be mentioned, however, that if the
laser field is strong enough, a single attosecond pulse can be generated for
arbitrary value of the carrier phase. In fact, there are two sources of dependence
of the harmonic emission on the carrier phase of the laser pulse. One stems from
the fluctuations of the phase in the femtosecond laser system, while the other
comes from the dispersive phase as the laser pulse propagates through the
ionizing gas, which leads to a slip of the carrier frequency with respect to the
envelope. Experimentally, the generation of isolated 250 as XUV pulses has
been demonstrated using the above technique of few-cycle laser pulses plus
spectral filtering of the cutoff region [74, 75]. For more details, see the chapter
of Scrinzi and Muller.
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8 New Proposals for Phase Matching

In principle, the generation of attosecond x-ray pulses presumes high degree of
ionization of the gas. This, however, limits the conversion efficiency because the
plasma-induced negative dispersion adds to that due to the geometry and
destroys the phase matching between the driving polorization and the harmo-
nics. There exist new proposals to enhance the generation of high harmonics
and attosecond pulses in the high ionization regime.

For laser intensities in the range 10'4~10'® W /cm” where the ionization of the
gas may be very strong, quasi-phase-matching techniques can be used. In the
following, we detail two schemes for quasi-phase-matched regime of HHG and
attosecond pulse generation in modulated hollow waveguides. One scheme uses
thin glass plates with holes positioned periodically along a hollow-core fiber,
which are intended to periodically modulate the phase of the fundamental pulse
to match that of the harmonics [76]. Another scheme uses a weak corrugation of
the walls of a tapered hollow fiber to periodically modulate the peak intensity of
the laser pulse. In this way the harmonics near the cutoff are generated in
selected regions along the fiber [77]. When the period of modulation of the
fiber diameter is close to twice the coherent length of the cutoff harmonics, the
signal builds up along the propagation and an enhancement of about three
orders of magnitude is predicted. However, the bandwidth that can be phase-
matched by using a periodic (sine) corrugation is limited because the frequencies
at the extremes may have significantly different coherent lengths, especially for
HHG with ~5 fs laser pulses for which the continuum near the end of the plateau
may span more than 20 harmonic orders. To overcome this limitation a corru-
gated hollow waveguide with aperiodic groove spacing (linearly chirped fiber)
can be used [78]. In this way, different portions of the fiber enhance different
groups of frequencies and therefore a quasi-phase-matched regime of HHG can
be achieved for the entire bandwidth of the x-rays generated by the single atom.

The propagation is modeled by a numerical solution of the three-dimensional
scalar wave equations written for the laser field E;(r, ) and for the harmonic
field E,(r, ) in a local frame of reference, moving with the speed of light along
the fiber axis (z) [58]:
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where the first term in the right-hand side of Eqs. (4a, 4b) describes the disper-
sion that is due to the transient plasma, the second term in Eq. (4a) accounts for
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the ohmic power dissipation that is due to ionization and the third term
describes the dispersion by the neutrals. n(n,) is the index of refraction as a
function of the atomic density, n, = no[l — P(E})] where n, is the initial (neu-
tral) gas density and P(E)) the ionization probability of the gas with ionization
potential /,. Depending on the duration of the laser pulse, the average dipole
acceleration (d,) in Eq. (4b) and the ionization probability P(E;) can be
calculated either by a direct solution of the Schrédinger equation or by using
semi-classical theory. The dependence 7(n,) above is easily calculated for some
gases by using the approach of Ref.[79]. On the other hand, the absorption of
the neutral gas can be taken into account by transforming the field to the
spectral domain and then applying an appropriate filter.

The most important results on the propagation of an attosecond pulse in a
chirped tapered waveguide are presented in Figs. 7, 8. Curve 2 in Fig. 7 shows
the output harmonic spectrum. It is seen that the harmonic band between
orders 89 and 105 preserves its continuous distribution during propagation
and remains close to the shape of the spectrum generated by a single atom
(curve 1 in Fig. 7).

In time domain, the frequency band at the end of the plateau corresponds to
a single x-ray pulse as short as 200 as (solid line in Fig. 8b), which emerges at the
output of the waveguide. It can be seen from Fig. 8 that at the beginning of the
waveguide the attosecond pulse is generated close to the peak of the laser pulse,
while at the output the attosecond pulse is shifted to the leading front of the
laser pulse. Although the laser pulse is stretched and shifted in time due to
the plasma dispersion, Fig. 8b proves that for an appropriate set of parameters
the regime of single attosecond pulse generation can be preserved during
the propagation in a hollow waveguide (see also [80]). At the same time the
peak enhancement of the attosecond pulse energy is about three orders of
magnitude.

Experimentally, high-harmonic generation in a quasi-phase-matched (QPM)
regime has recently been demonstrated in a hollow-core fiber with periodically

Fig. 7 Harmonic spectra for
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Fig. 8 (a) time profile of the
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modulated inner diameter [81, 82]. These first experiments have proven that the
efficiency of HHG near the end of the plateau can be enhanced significantly
when the period of modulation of the fiber approaches its optimal value (see
Fig. 9). It is important to point out that better operation in QPM regime is
expected for the harmonics that are generated close to the peak of the laser
pump pulse (the cutoff harmonics) because those are propagated under condi-
tions of almost constant degree of ionization, and hence their coherent length is
better defined.

In the case of the generation in a gas jet (focused geometry), different
techniques have been proposed to realize QPM, based on a spatial modulation
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of either the gas density [83] or the generating laser beam [84]: a relatively weak
counter-propagating pulse disrupts the generation at the zones with destructive
contribution to the harmonic signal, so that a quasi-phase-matched regime is
achieved. Another manipulation of the fundamental field has been proposed to
control and improve phase matching: when the laser beam is focused to two
separated foci along the propagation axis, a better control of both the geometric
dispersion and the atomic phase is possible [85]. Alternatively, truncated Bessel
beams have been shown to modify phase matching (and consequently the
harmonic spatial properties) as compared to Gaussian beams [86]. Finally,
there is a growing activity on the enhancement of phase matching by adaptive
control of the laser wavefront with a genetic algorithm, for harmonic genera-
tion in a jet, a cell or a fiber [87, 88, 89].

For very high laser intensities (typically above 10! W/cmz) another
mechanism for phase matching may become dominant. This is the so-called
“non-adiabatic self-phase matching” (NSPM) [23, 26] where the influence of
the phase advance of the fundamental wave due to dispersion can be compen-
sated thanks to dynamic changes in the electron density within an optical
cycle. In the presence of ionization, the laser field experiences a linearly
growing phase shift with the propagation. For multi-cycle laser pulses the
change of free-electron density during one laser cycle is negligible and as a
consequence the quasi-classical action along the trajectory leading to the
harmonic emission remains constant. However, for a very short laser pulse
the trajectories of the freed electrons are governed by slightly different electric
field evolutions at different positions along the propagation. Therefore, the
quasiclassical phase changes with the distance and that change is opposite in
sign with respect to the dispersive phase. For a few-cycle laser pulse these
phase contributions may cancel resulting in a growth of the harmonic signal.
These theoretical predictions show that NSPM may enhance HHG signifi-
cantly for very short wavelengths (~1 keV), thus making HHG in the soft
X-ray regime possible.

Another proposal for efficiently generating water-window harmonics at high
intensity is to use the dispersion characteristics of exploding atomic clusters that
can transiently compensate the free-electron dispersion, dramatically improv-
ing phase matching [90]. Finally, let us note that phase matching of high-order
frequency mixing processes is also a field of current research [91, 92].

In conclusion, we have detailed the main macroscopic effects playing a
role in high-order harmonic generation, and in particular phase matching.
This is a rich process, determined by the interplay between the microscopic
atomic response and the propagation of the fields in the medium. It allows
controlling and optimizing not only the conversion efficiency but also the
macroscopic properties of the harmonic emission, and in particular its
attosecond structure. The current trend is toward an improved control of
the nonlinear interaction, through a precise control of both the laser beam
and the gas medium.
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Attosecond Pulses: Generation, Detection,
and Applications

Armin Scrinzi and Harm Geert Muller

1 Introduction

The shortest laser pulses that can currently be produced in the visible are barely
longer than a single cycle and are thus approaching the extreme limit for pulses
with such a spectral content. The much higher frequencies available in the UV,
and especially VUV, allow much shorter pulses, and it is a fortuitous coinci-
dence that the short visible pulses can be directly used to generate ultrashort
XUV pulses with durations of a few hundred attoseconds (1as = 10~'8 s). Such
pulses may for the first time allow the time-resolved observation of valence and
inner-shell electronic processes in atoms and small molecules, such as the
dynamics of field ionization or complex relaxation processes in hollow atoms.
In this chapter, the status of theory and experiment on generation and detection
of attosecond pulses is given, and first applications are discussed.

Mechanisms for attosecond pulse generation have been investigated theore-
tically for almost two decades, concentrating on highly non-linear laser—matter
interactions for the generation of the required bandwidth on the one hand and
on the complex questions of pulse propagation and phase matching on the other
hand [11,2]. This has led to increasing theoretical confidence about the presence
of attosecond pulses in harmonic generation, but their direct measurement
posed a big experimental challenge. In recent years, attosecond pulses have
been detected [32,16] and pulse duration, time of emission [28], and even chirp
[19] have been measured. Currently attention is focusing on applications, such
as time-resolved spectroscopy of inner-shell dynamics [10], direct imaging of the
electric field of light [14], or the observation of electronic relaxation during
strong field ionization [23]. Other important developments will be the genera-
tion of harmonic pulses with higher energies and higher frequencies as well as
the tools to control and manipulate the pulses.
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The fundamental mechanism for attosecond pulse generation is the sharpen-
ing of the sinusoidal time dependence of a laser field by a highly non-linear
response of a medium. Section 2 discusses these microscopic aspects of attose-
cond pulse generation.

Propagation of pulses in a medium and the important question of phase
matching are discussed in the contribution of Saliéres and Christov in this book.
Section 3 lists the aspects of propagation that are most important for attose-
cond pulses and presents a numerical experiment, where all essential physical
processes have been included and which shows that surprisingly smooth and
intense harmonic attosecond pulses are generated.

Experiments on pulse detection and alternative methods for pulse character-
ization are the subject of Section 4, and Section 5 reviews pump—probe applica-
tions of attosecond pulses and proposals for the observation of sub-femtosecond
dynamics of electrons.

2 Ultrashort Time Structures in the Non-linear Response

The mechanism for attosecond pulse generation discussed here is based on a
strongly non-linear response of a medium to the laser field. Even a simple,
instantaneously reacting non-linearity produces the additional spectral band-
width needed for short pulse generation. For the time structure of the pulses the
frequency dependence of the spectral phases is crucial. Here it is useful to look
at the problem in the time domain instead, where one can easily see that,
irrespective of the nature of the non-linear response, one may always expect
the transformation of smooth to sharp time structures, if coherence can be
maintained in a strongly non-linear process. Figure 1 illustrates this remark:
high powers of a sine function appear as a comb of Gaussian spikes. This simple
structure has a broad spectrum with phase locking among the spectral
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components. At present, the two most promising non-linear mechanisms, where
coherence is maintained, are excitation of D, near a Raman resonance [18,15]
and generation of high harmonics by strong pulses [12]. Here we concentrate on
the latter mechanism.

2.1 High Harmonic Generation

The production of a plateau of high harmonic radiation with constant intensity
was first observed in experiments [12] and later reproduced in numerical simu-
lations [22] and was explained in the time domain by the recollision picture
[24,8]. In brief, harmonics are generated by an electron which is ionized at a
given phase of the laser field, then is accelerated by the electric field, and finally
recollides with the nucleus. Classical considerations show that a maximum
electron energy of 3.17Uj, is achieved for release at a phase of ¢ = 18° after a
peak of the electric field strength, which leads to recollision 234° later near a
node of the field [24,8,25]. (U, = E}/4w? is the ponderomotive potential for
field amplitude Ejy and laser frequency w.) This means that ionization precedes
recollision and high harmonic generation by more than half an optical cycle.
The mechanism for generating non-linear distortion is far from instantaneous,
but rather involves the integrated effect of the field over the entire time interval
between ionization and recollision. As a consequence, the time structure of the
generated harmonics is likely to be different from, and more complicated than,
the train of Gaussian pulses appearing at the field maxima of the driver laser
depicted in Fig. 1.

The recollision picture has been elaborated into a semiquantitative quantum
mechanical theory within the frame of the strong field approximation [25] (see
the chapter of Lewenstein and L’Huillier in this book). Already the classical
picture shows that the highest frequencies are only produced during very brief
moments and that the highest harmonics must appear with a very sharp time
structure. This is confirmed by a time—frequency analysis of the atomic response
to the laser field. The harmonic spectrum is obtained as the modulus of the
Fourier transform of the acceleration of the dipole expectation value:

2
() = S W), n

where V¥ is the time-dependent electronic wave function. For the time—fre-
quency analysis the dipole acceleration is multiplied by a narrow window
function g(7) and Fourier transformed:

he(t,w) = | F[g(¢ — 0d(1)] ()| )
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F denotes the Fourier transform with respect to the # coordinate. The window
function was chosen as the Gaussian g(f) = exp(—#*>/a*) with a width of
a = 260 as, corresponding to 1/10 of the laser optical cycle. The electronic
wave function was calculated by numerical integration of the time-dependent
Schroédinger equation [37]. The result for a hydrogen atom in a linearly polar-
ized 5fs laser pulse with a peak intensity of 5 x 10'* W/cm? and wavelength
800nm is shown in Fig. 2. Harmonic frequencies increase as the laser field
strength rises. The maximum frequency is generated at a delay after the peak
field, which can be related to the trajectory for maximal electron acceleration:
release and recollision times of this trajectory are marked in the plot. The total
harmonic spectrum exhibits the characteristic plateau and a sharp cutoff
around the maximum harmonic energy wey =~ I, + 3.2U,. Note that because
the time-window is far shorter than the laser period, the laser harmonic struc-
ture seen in the total spectrum is absent in the time—frequency plot.

The highest frequencies are produced only during a very brief period of a few
hundred attoseconds. By separating these highest harmonics from the others by
means of a band-pass filter, one may therefore expect a pulse duration on that
scale, provided filtering can be performed without temporal and phase distor-
tions of the transmitted harmonics. If instead of the 5 fs pulse a longer pulse is
chosen, a train of short pulses separated by 1/2 the optical period is generated.
With the very short pulse, the carrier-envelope offset of the laser plays an
important role for a more detailed discussion see the chapter of Cundiff,
Krausz, and Fuji. In our example, the carrier-envelope offset is chosen such
that the peak field coincides with the maximum of the envelope (cosine pulse).
When the phase is shifted by 1/4 optical period the field has two equal maxima
and maximal harmonic frequencies are generated twice and instead of a single
short pulse a double pulse is generated. In any case, the delay between field
maxima and attosecond pulse generation remains independent of the laser
phase. The time-locking of the XUV pulse to the laser field was a prerequisite
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for the first experimental observation of single attosecond pulses [16], which
was performed without control over the laser phase. More generally, it allows
exact timing of the attosecond pulse relative to the laser pulse on a timescale
well below the optical period. This is needed for all attosecond experiments.

The plot also shows that harmonics below the cutoff energy are generated
over an extended period of time with a well-defined time structure. For a given
harmonic frequency, there are two intensity maxima, which can be associated
with a long and a short classical electron trajectory, respectively [25]. The
different lengths of the trajectories create different phases of the harmonics.
In propagation, the different phases lead to different phase-matching condi-
tions, which may lead to amplification of the contributions from one trajectory
and suppression of the other contribution, resulting in a sharp time structure
also for harmonics in the plateau [33,2]. A closer analysis shows that the
harmonics near the short trajectory are emitted with a nearly linear chirp.
This prediction was confirmed experimentally [28]. By compensating the
chirp, trains of pulses as short as 170 as could be generated [27].

3 Propagation Effects

While the microscopic mechanisms of ultrashort pulse generation in non-
linear interactions are well understood and seem to be robust with respect to
variations of the laser parameters, accumulation of the microscopic contribu-
tions and propagation in a medium is a highly complex process, the details of
which are only beginning to be understood. All questions affecting the effi-
ciency of high harmonic generation arise again and in sharpened form for
attosecond pulse generation. The most important problems are temporal
phase matching between the fundamental and the harmonic pulse, intensity
dependence of the harmonic phase, destruction of the fundamental pulse
during propagation in the highly non-linear medium, absorption of the
XUV radiation, transverse spatial coherence of the harmonic pulse, and the
resulting spatiotemporal structure of the harmonic pulse. These and related
questions are discussed in detail in the chapter of Salieres and Christov in this
book. The contribution of the separate effects strongly depends on the laser
parameters, most importantly on laser intensity. Non-linear propagation of
the fundamental pulse, rapid ionization, and the transverse coherence of the
harmonic pulse require special attention, since very short and very intense
laser pulses are most efficient for attosecond pulse generation. The XUV pulse
must be propagated over significant distances without losing its temporal
structure and it should be focusable to high intensities for non-linear optics
experiments.

The highly non-linear nature of many of the effects makes it difficult to
estimate their interplay in an experiment. This has motivated large-scale
numerical calculations to predict and interpret experiments for a given set
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of parameters [30,6,38]. In such a simulation it is important to simulta-
neously include all relevant effects listed above as well as the response on
the atomic level. Important simplifications of Maxwell’s equations can be
made, since high harmonic generation experiments are performed in dilute
gases with plasma wavelength much larger than the laser wavelength. This
means that modifications of the laser electric field over a single optical
period remain small and back-propagating waves can be neglected. Based
on this assumption, one derives equations that are first order in time. The
slowly varying envelope approximation was adapted to the special
demands of ultrashort pulses [26,4]. Propagation equations are split into
one equation for the laser pulse and a separate equation for the harmonic
pulse, since the two parts are affected quite differently by the effects listed
above. For the long-wavelength laser pulse, ionization and free-electron
dispersion are most important, while propagation of the short wavelength
remains essentially linear with a source term that depends only on the low-
frequency laser field. After transformation into a frame of reference that
moves at the velocity of light (7 = ¢ — z/¢, £ = z), the propagation equation
for the laser field E|(§,7) reads [30]

T

0Ei(¢. 1) - DE(E ™) = 5. [ A6 BT
- (3)
I 87”6(57 T) C(l)
- ?ZCW - Tar(l - ne(fa T))E](f, T)'

Here w, = (’ne/meg) 1/2 i the plasma frequency and ¢, e, m, £, I, and ¢\ refer
to the vacuum velocity of light, electron charge, electron mass, permittivity of
free space, atomic ionization potential, and linear susceptibility of neutral
atoms, respectively. The free-electron density is denoted by n.(z). Diffraction
is generated by D = (¢/2)V?% fioo dt'. The first term on the right-hand side is the
known free-electron dispersion, which leads to a strong non-linearity through
the variation of the free-electron density n.(¢) with time. The second term
represents energy loss by ionization, which is proportional to the increase of
free-clectron concentration [13]. Contributions from this term become sizable
when a significant portion of the atoms is ionized during a single laser cycle. The
last term accounts for the linear response of neutral atoms to the field, which
leads to a different refractive index for laser and XUV pulses, where the latter is
set equal to 1. When neutral atoms are rapidly depleted by ionization, this term
effectively introduces significant non-linearity also.

The linear propagation equation for the harmonic pulse, in turn, includes
XUYV absorption «, and the source term for harmonics Py:

A —1
(0 + an) En(,7) = DEW(&,7) = 50 Pa(€,7) + .0 (4)
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Absorption data for a given atomic species can be obtained from experiments.
The source term Py, is the complete microscopic response

Pu(&, 1) = (Ue(1)

r

Ve(1)), (5)

where W¢(¢) is the electronic wave function of an atom subject to the field of the
laser E(&, ") that has passed the given location until time 7. Here the evolution
history is fully included, i.e., P, depends not only on the field E(¢, ), but also on
all field values before 7. As pointed out above, such non-adiabatic microscopic
response is dominant for high harmonic generation, i.e., the frequency, inten-
sity, and phase of harmonic generation at one moment depend, in a non-trivial
manner, on electron release processes preceding it by more than half a laser
cycle.

Numerical solution of the coupled equations above shows that an intense,
spatially well-defined, and smooth single attosecond pulse is generated by a few-
cycle laser pulse in a dilute gas. The pulse depicted in Fig. 3 is for harmonic
frequencies near the cutoff of the harmonic plateau. These highest harmonics
are produced at the peak laser intensity during a very short time (cf. Fig. 2) and
therefore one can explain the smooth structure. More surprising is the observa-
tion of a single pulse below the maximal harmonic frequencies, where many
different times contribute. Similar parameters were used in the first measure-
ment of an isolated attosecond pulse [16]. Numerical and experimental findings
support the theoretical prediction that phase matching favors one single con-
tribution and suppresses all others [2], which leads to “self-cleaning” of the
harmonic pulse.

4 Attosecond Pulse Measurements

Short wavelength, low intensity, and short duration make the measurement of
attosecond pulses a difficult task, since commonly used autocorrelation and
cross-correlation techniques cannot be extended into the attosecond time and
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XUV wavelength regime [21,3]. For autocorrelation, there are few non-linear
mechanisms [21] that are efficient enough at short wavelengths. To date, the
only successful autocorrelation measurement of attosecond time structure
exploited a specific range of relatively long harmonic wavelength for the two-
photon ionization of He [41]. The method in principle is limited to photon
energies below the ionization potential of the chosen atomic species. The time
resolution of the more efficient cross-correlation techniques, such as two-color
above-threshold ionization of gases [3], is limited to a few femtoseconds by the
shortest feasible laser pulse duration. Even shortening the effective duration of
the field with which one cross correlates, by using it in higher order, would not
allow sub-cycle resolution [40]. A variety of new measurement techniques for
attosecond pulses have been proposed that mostly rely on cross-correlation
between the laser electric field and the attosecond pulse. In these techniques the
dependence of XUV photoionization and photoelectron spectra on the phase of
the laser field at the instant of XUV ionization is exploited. For XUV pulses
shorter than the laser optical cycle, modulations of the electron spectra are
observed, when the time delay between laser and XUV pulses is changed on a
sub-laser-cycle timescale.

Here we discuss in detail the two methods that have provided experimental
evidence for attosecond pulses to date. The first method is based on interference
of two-photon transitions and it is best understood in terms of non-linear
optics. It is applicable with low-intensity laser fields and also allows the char-
acterization of long XUV pulses. The second method uses a streak camera
principle to map the temporal shape of the XUV pulse into the electron
spectrum. This process can be basically described using classical mechanics. It
is naturally applied to single, sub-femtosecond pulses and requires a strong laser
field for streaking. Since the first experiments it has been realized that both
methods can be interpreted within the same quantum mechanical theory and
that algorithms developed for frequency-resolved optical gating are applicable
for the analysis of both methods [29].

4.1 Interference of Two-Photon Transitions

When the power spectrum of harmonics is known, the temporal structure of the
XUV pulse can be reconstructed by measuring the relative phases of the
harmonics. In the present method, the phase measurement is performed by
observing the phase dependence of side-band peaks in the photoelectron spec-
trum of XUV harmonic radiation, which are generated by an additional laser
field. Such a dependence, as first noticed by Veniard ez al. [42], is brought about
by the quantum interference between alternative paths to the side-band peak
between the (2N + 1)wir — I, and (2N — 1)wir — I, ATI photoelectron peaks.
(I, denotes the ionization potential and wrr is the IR laser frequency.) Note that
harmonic radiation generated in rotationally symmetric media does not contain
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even harmonics and therefore the peak at the 2Nwir position can only be
created by a two-color, harmonic plus laser transition. For large Nthe corre-
sponding matrix element is [32,42]

Ton = IirIxuv [|M2N71|2 + \M2N+1|2 ©)

+2|Mon_1 Moy 1] cos(2wirT + an—1 — @an+1)],

where laser intensity is denoted by /jr and it is assumed that both harmonics
have equal intensity of Ixyy. The phases of the harmonics are pox 1 and a1,
respectively, and 7 denotes the delay between laser and harmonic pulses. A
small atomic contribution to the phases is omitted for clarity [39]. M,y are the
lowest-order perturbative amplitudes for the two alternative transitions
XUV=IR to the same side-band peak. For high harmonics, both amplitudes
are of comparable strength and one obtains a pronounced modulation of the
side-band peak with the relative delay between laser and harmonic pulses. The
delay time 7y, where the peak is maximal, gives the phase difference between
neighboring harmonics 2wir Ty = Qa1 — PaN-1-

Measurement of the harmonic phases by this technique (known as recon-
struction of attosecond beating by interference of two-photon transitions,
RABBITT) is in fact a form of spectral interferometry [17]. The side bands to
the harmonics are the sum (XUV +IR) and difference (XUV—IR) frequencies
of the involved fields and could be considered as two frequency-converted
versions of the XUYV field. If the IR has sufficiently narrow bandwidth it simply
shifts the XUV spectrum to another frequency without any distortion of the
relative phases and amplitudes of its spectral components. The frequency
difference (shear) between the converted spectra is 2wir, and the spectrally
resolved interference at electron energy E reveals the relative phase of spectral
components at w = E+ I, + wigr and ' = E+ I, — wir.

By determining the relative phase of all pairs of frequencies spaced by 2wir,
RABBITT thus leads to unambiguous determination of the XUV phases on a
spectral sampling grid with this spacing (i.e., on the central frequencies of all
harmonics). Such a sampling allows complete reconstruction of a pulse that can
be contained within an IR half-cycle. To completely characterize a longer XUV
pulse, correspondingly denser spectral sampling is needed. Under conditions
where the harmonics are spectrally narrow, the single RABBITT measurement
described above does effectively provide complete knowledge of the spectrum
on a much denser spectral grid, since no explicit phase determination is needed
at frequencies where the amplitude is known to vanish. The reconstruction with
the extra zero samples then leads to a train of identical attosecond beatings.

If, on the other hand, one has independent information that one is dealing
with a single sub-cycle pulse comprising a range of harmonic frequencies in its
spectrum, its chirp can be extracted from the phase differences on the coarse
grid provided by the laser harmonics. In the case of a single, sub-laser-cycle
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XUV pulse with a correspondingly broad spectrum, the practical problem
occurs that the two-photon signals start to overlap the one-photon signals in
energy. In that case, intensity dependence or angular distribution of the
photoelectrons can be used to separate one- and two-photon signals. The
interference between the XUV and XUV + IR signals, peculiar to this situation,
contracts the spectral sampling grid to wir, which provides some compensation
for the extra effort.

When one wants to fully characterize with this method a pulse exceeding the
laser period, one needs a denser sampling also at frequencies between the
harmonics. That, in principle, could be obtained by performing a second
RABBITT measurement with a different IR frequency that makes the spectral
shear such that the central frequency of one harmonic interferes with a fre-
quency component out of the center of the neighboring harmonic [31].

4.2 Attosecond Streak Camera Techniques

A second class of techniques that allows to detect single attosecond pulses goes
by the name of “attosecond streak camera” [7,20]. There the complete informa-
tion about the attosecond pulse duration can be extracted from the shift and
distortion of the XUV photoelectron peak in a simultaneously present laser
field. The essence of this idea can be described in a simple classical model.
Single-photon XUV electrons are set free at a time 7 with an initial momentum
p(1) and are then accelerated by the laser field to a final momentum

P =p(0) = [ dreE() = pl0) + A1), )

1

where E and A4 are field and vector potentials of the laser pulse and c¢ is the
velocity of light. The spectrum of electrons released during the whole XUV
pulse is obtained as

b = [ ditian(pn - S400). ®)

where ¢, is the initial momentum distribution of XUV photoelectrons and fx (¢)
is the XUV pulse intensity envelope. Because of energy conservation, the initial
distribution is concentrated around the sphere p*> = 2m,(wx — I,,), where wy is
the center frequency of the XUV pulse and 7, is the ionization potential of the
medium. The angular distribution depends on the chosen medium. Shift and
broadening of the initial electron momentum spectrum leading to the detected
spectrum b(p, ) are determined by strength and variation of the vector potential
A(t) during the ionization process, respectively, see Fig. 4.

The classical picture presented above needs modifications, when XUYV ioni-
zation cannot be considered instantaneous compared to variations of the laser
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Fig. 4 Boost of electron At)
momenta as a function
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momentum distribution by

A(l]) — A(lo)

field. This is the case when the laser field varies significantly during the XUV
optical period, i.e., the condition wx > >wy is violated. Quantum mechanical
calculations show that for currently considered experimental parameters these
corrections are negligible [20].

The proposals for experimental realization of that scheme differ in laser
parameters and experimental geometry. In the original proposal [7] circular
polarization and observation of the angular distribution of XUV photoelec-
trons was favored. In recent experiments streaking was obtained using the same
linearly polarized laser pulse that generated the attosecond pulse. The advan-
tage of that setup is that the XUV pulse is generated at a well-defined phase of
the laser pulse, which allows its exact timing on a sub-laser-cycle timescale, even
when the laser phase cannot be controlled. In the first set of experiments [9,16]
electron momenta were measured perpendicular to the polarization of laser and
XUYV pulses. More recently, a different experimental geometry was proposed,
which significantly improves the electron yield and allows direct experimental
discrimination between single and multiple attosecond pulses [20]. The essence
of that proposal is to observe the electron spectrum in polarization direction.
Depending on the sign of the laser vector potential at the instance of release,
electrons are either accelerated or decelerated. When there is only a single XUV
pulse, a single photoelectron peak is produced, which is shifted to either larger
or smaller energies. When, on the other hand, there is a train of XUV pulses
separated by half an optical period, one of two subsequent electron peaks is
shifted to higher energies, while the energy of the other is lowered, which leads
to the observation of two separate electron peaks. The separation between the
peaks only depends on laser intensity and phase of the laser at the instant of
photoelectron emission. This experiment has been realized and has provided the
final experimental confirmation of single attosecond pulses ([19], see below).

The same geometry also allows to determine the chirp of the XUV pulse. A
positive chirp means that early electrons are emitted at slightly lower energies
than later ones, which causes broadening of the spectrum. To measure the chirp
one uses the different slopes of the vector potential 4 at two subsequent nodes.
Assume that around the first node A4 increases during the XUV pulse, which
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causes early electrons to be decelerated, whereas later ones are accelerated. This
further adds to the spectral broadening caused by the chirp. When the XUV
pulse arrives half an optical period later, the vector potential decreases during
the pulse, which compensates for the chirp. This is how measuring streaked
spectra at different time delays allows recovery of the XUV time structure. In
fact, general time—-momentum distributions of electron emission can be recov-
ered by a tomographic procedure [19]. A systematic theory of XUV pulse
recovery and its practical implementation was given in Ref. [29].

4.3 Gating by the Laser Field

In a third type of cross-correlation technique [36], single XUV photon ioniza-
tion is gated by strong laser field. The ionizing medium is chosen such that a
single XUV photon is insufficient for ionization. A strong laser field is used to
lower the ionization threshold and open the single photoionization channel
during peaks of the laser field. Calculations show a strong dependence of the
ionization yield on the laser phase. As in the methods discussed above, time
resolutions on the scale of half the laser period can be achieved and, at least in
principle, single pulses can be distinguished from multiple pulses.

4.4 Experiments

The first experiments to unambiguously establish the existence of attosecond
pulses used attosecond cross-correlation techniques [32,16]. More recently,
Tzallas et al. have also measured the autocorrelation of an attosecond pulse
train using two-photon ionization of He as the non-linear process [41].

4.4.1 A RABITT Measurement

The first experimental proof of attosecond time structures was found in har-
monics generated from a 40 fs, 800 nm pulse on argon [32]. Earlier experiments,
using ponderomotive streaking [40], had shown that the XUV pulses emerging
from this process have a time duration of about 11 fs. The XUV spectrum was
determined from the photoelectron spectrum generated by the XUV pulse in a
noble gas. The electron energies translate into XUV frequencies by simply
adding the ionization potential of the ionized atom (in this case also argon).
From the observed width of the electron peaks it follows that the individual
harmonics have rather narrow bandwidth, not far from the limit expected for an
11fs pulse. Apparently the conditions of this experiment were such that the
individual harmonics were produced without too much chirp, and as a conse-
quence their beating should produce a nearly periodic, 11 fs long beat pattern,
with 1.35fs (half an optical cycle) periodicity. The exact phases between the
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harmonics were determined by the RABBITT scheme discussed above. The
photoelectrons were produced in the presence of a fairly weak (10'° W/cmz)
part of the fundamental beam, the phase of which could be varied by turning a
glass delay plate through which the IR beam passed. The XUV +1IR two-
photon ionization yield was measured as a function of this IR phase and showed
a strong dependence on it (fringe contrast about a factor 2). The periodicity of
the modulation was 400 nm, as expected from interference between quantum
paths differing by two IR photons (emitting vs. absorbing one) and revealed the
relative phase of the two involved harmonics. The relative phases of the 11th to
the 19th harmonic were determined, showing that (except for the last one) they
were almost perfectly phased for producing a single bandwidth-limited, 250 as
wide attosecond beat pulse in the 1.35fs periodicity interval. Due to the phase
shift of the 19th harmonic a weak second pulse appeared slightly after it.

4.4.2 Attosecond Streak Camera Measurements

The first measurement of attosecond pulses based on the streak camera principle
reported pulse durations of 650 + 150 as and produced indirect evidence for a
single pulse with less than 10% of the pulse energy outside the central peak [16]. In

that experiment, a light pulse with peak intensity ~ 5 x 10" W/ cm” at a central
wavelength of A =~ 750 nm and a 90eV X-ray pulse (A &~ 14 nm) were colinearly
focused into a low-pressure krypton gas jet (see Fig. 5). The XUV pulse was
produced from the laser pulse by high harmonic generation in a Ne gas jet with
subsequent filtering. Both pulses were linearly polarized with identical polariza-
tion directions. The delay between the pulses was varied in time steps of 150 as by
a mirror mounted on a piezo-clement. Photoelectrons from the Kr 4p shell were
collected from a rather large angle of § = +40° around the axis perpendicular to
polarization. The angular distribution of Kr 4p electrons is nearly isotropic at a
photon energy of 90eV. Both width and position of the photoelectron peak at
about 75eV vary with the delay. The width of the electron peak has two distinct
origins: First, electron momenta are spread by the laser vector potential during
the time that the XUV pulse lasts, as discussed above. The second contribution to
broadening is connected to the specific observation geometry chosen, where
electrons were collected with a large aperture perpendicular to the laser polariza-
tion. The large opening angle enhances the total electron yield and amplifies the
variations of width, providing a robust experimental observable (see Ref. [16]).

A periodic variation of the width of the photoelectron spectra was observed
as a function of delay time. The period of the variation was approximately half
the optical period of the laser, but at the center of the laser pulse a pronounced
blue shift by almost 30% was seen, which was as cribed to self-phase modula-
tion of the laser pulse during passage through the Ne gas jet. The fact that
modulations were observed at all provides a save estimate for the XUV pulse
duration of 650 4 150 as. Longer pulses would have washed out any modula-
tion of the width.
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For this first streak camera measurement phase-stabilized laser pulses were
not available yet and intensity was not sufficiently well controlled to decide
whether the measured harmonics were from the cutoff or from the plateau
region. The experiment therefore provided only indirect evidence for produc-
tion of a single pulse, which had to rely on comparison with the numerical
simulation [30]. In experiment [19] the use of phase-stabilized pulses with
known intensity and a measurement geometry where electrons were recorded
in polarization direction rather than perpendicular to it provided the experi-
mental proof for single pulse production. For each time delay between XUV
and laser pulse only a single photoelectron peak was observed, whose position
was modulated in a sine-like shape, which is the signature of a single attosecond
pulse (see discussion above). In the same experiment the chirp of the pulse was
determined by comparing streaked electron spectra obtained with different time
delays. It was found that the pulses from the cutoff spectral region were nearly
transform limited with a pulse duration of 250(—5 + 30) as (Fig. 6).

5 Applications

Processes on the attosecond timescale occur in the bound state electronic
motion of atoms and small molecules, in laser—atom interactions, and in certain
electronic relaxation processes in solids. According to the time—energy uncer-
tainty, the characteristic energies corresponding to attosecond pulses are on the
scale of ~10eV, which shows that even quite energetic excitation dynamics is
accessible to time-resolved observation.

First proposals for the observation of electronic dynamics by means of
attosecond pulses all concern atomic physics problems. Attosecond time-
resolved atomic physics experiments will be most advantageous in complex
dynamical situations, where many states are involved and an understanding
of the physics in terms of a wave packet becomes simpler than the interpretation
by many interfering quantum mechanical states. However, most likely first
attosecond spectroscopy experiments will concentrate on alternative observa-
tions of known spectroscopic processes, such as, for example, atomic relaxation
or the resonant Auger mechanism [5]. Another case where fieldfree electronic
structure is destroyed and a quasi-continuous spectrum is created is in strong
electric fields. Attosecond pulses can be used to probe the electronic structure of
an atom or a small molecule while it is being ionized by a strong field.

Apart from applications to electronic dynamics, attosecond pulses were also
used to fully map out the field of a laser pulse [14], providing the first direct
image of the electric field in a light pulse and giving direct proof of the high
stability of the few-cycle pulses.

Below we first discuss the general problems of an attosecond measurement
on the textbook example of observing quantum beats of an atomic
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superposition state, we give a brief review of a recent attosecond pump—femto-
second probe experiment and outline a possible ionization dynamics
experiment.

5.1 Quantum Beats of Low-Lying States

The most elementary electronic motion in atomic bound states is the quantum
beats of electron density that are generated by the superposition of two bound
states with different energies. For the hydrogen atom, the energy difference
between ground and first excited states is about 10eV, the corresponding beat
period is about 400 as. Attosecond pulses provide the time resolution to observe
such oscillations. As an observable one can probe the electron density near the
nucleus, since XUV ionization is strongly favored for small distances from the
nucleus. This can be understood in a classical picture, as the XUV field does not
carry any significant momentum, and momentum exchange by collision with
the nucleus is required to accelerate the electron to the rather large XUV
photoelectron energy. In a superposition state, the electron density near the
nucleus oscillates at the beat period and causes an observable modulation of the
ionization yield.

Figure 7 shows the variation of the photoelectron yield from hydrogen atoms in
a 1s—2s superposition state interacting with an attosecond-pulse for different XUV
pulse delays [35]. We have chosen pulse parameters that seem in reach for state-of-
the-art HHG systems [30,34]: XUV intensity Ix = 10'2 W /em?, Ax = 13 nm, and
full width at half maximum duration 7x = 150as. The ratio of populations is
assumed to be P(1s):P(2s) = l:1. The coherent macroscopic ensemble of super-
position states is created by the same laser pulse that generates the attosecond
pulse. Since both the quantum phase of the superposition state and the generation
time of the attosecond pulse are locked to the laser phase, timing on a sub-laser-
cycle timescale can be realized. In an experiment, a noble gas rather than hydrogen
atoms would be used and energy-selective detection of photoelectrons would
enhance the signal-to-noise ratio [35].

This elementary example shows the basic requirements for attosecond
experiments: a sufficiently short and intense attosecond pulse, preparation of
a coherent macroscopic ensemble of the target, and timing control of the pulse
on an attosecond scale. Short pulses and the timing control have been achieved
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in the first attosecond measurements. Techniques for target preparation remain
to be developed.

5.2 Time-Domain Observation of an Auger Decay

The new possibilities of ultra-fast time-resolved spectroscopy were demonstrated
in an experiment, where an Auger decay was observed in the time domain [10] by
techniques similar as in the attosecond pulse detection described above [16]. In
this experiment, a vacancy was created in krypton by ejecting a 3d-electron using
a sub-femtosecond XUV pump pulse. The vacancy is filled from the n =4 shell by
an Auger decay at a rate of about 8 fs. The probe pulse was a 6.5 fs laser pulse,
which created a side band in the Auger electron spectrum. The intensity of the
side band decreases with the delay time of the laser after the XUV pulse at a rate
that corresponds to the Auger decay. By deconvolution of the laser pulse and the
Auger decay, a decay time of 7.9(+1.0 — 0.9) fs was found, corresponding to a
decay width of I' = 84 + 10 meV, in good agreement with the known spectral
width of the transition 88 + 4 meV.

5.3 Ionization Dynamics Experiments

Tonization in strong fields occurs during fractions of a laser cycle on an attose-
cond timescale. It is an important process, which is only poorly understood in
multielectron systems. Attosecond pulses allow a direct observation of the
ionization dynamics and the subsequent relaxation processes in the ion. It
seems to be a case for time-resolved spectroscopy, since in a strong laser
interaction many states of the system become involved and the wave-packet
picture becomes applicable.

The generic setup of an ionization dynamics experiment is the same as for the
experiments discussed above: cross correlate a laser pulse with an attosecond
XUV pulse on an atomic or molecular target. The strong laser ionizes the
system and the ion is probed by the XUV pulse at various instances during
the ionization process. There are two different, but related observables reflected
in the XUV photoelectron spectrum: first, the change of ionization potential
during relaxation of the ion changes the final XUV energies and, second, the
electron density near the nucleus determines the total XUV photoelectron yield,
as discussed above.

The rather high laser intensities involved in such an experiment cause severe
distortions and backgrounds. Streaking of XUV photoelectron energies by the
laser, which was used for the measurement of pulse durations, here causes
unwanted blurring of the XUV spectrum. The effect can be reduced by using
very short XUV pulses and observing perpendicular to the laser polarization
axis, but in any case a deconvolution of ionic relaxation and laser streaking will
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be necessary. Since laser ionization is investigated, a large background of laser
photoelectrons is generated. Fortunately the bulk of laser electrons has energies
below 2U,, [8]. Using large XUV intensities and higher frequencies may serve to
separate the XUV photons from the background.

5.4 Trains of Attosecond Pulses

Even trains of attosecond pulses can be useful tools for probing systems,
especially since they are synchronized with sub-cycle precision to the carrier
of the driving pulse that generated them. They can be used to enhance ioniza-
tion at specific phases of the laser field. This kind of control makes it possible to
investigate the role of various types of trajectories in, e.g., harmonic generation
or non-sequential double ionization [1].

6 Perspectives

All experimental setups described above combine a conventional laser with an
XUYV pulse. The simple reason is that correlation experiments need a non-linear
process at their heart, which is facilitated by the strong laser. Even in cases
where this is not obvious, such as pump—probe experiments with single-photon
processes, the pump should be intense enough to significantly change the
system, so that the probe can detect the difference, and the signal is propor-
tional to the intensity of both pump and probe.

The near future will therefore bring more laser—XUV cross-correlations
experiments, which, in principle, are limited in their time resolution to a fraction
of the laser optical period. In the case of the near-infrared Ti:sapphire lasers
mostly used now, the laser optical period is 2.6 fs and it has been demonstrated,
both theoretically and experimentally, that resolutions of about 0.1 fs can be
achieved [19].

To go beyond that limit, one needs attosecond XUV pulses to drive the system
to be observed to a non-linear response, even if this non-linearity is only the
saturation of a resonant process. While for specific systems and longer wavelength
that can be achieved even at presently available attosecond XUV intensities, in
general, there remains strong demand for higher-intensity attosecond pulses.
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High-Order Harmonics from Plasma Surfaces

Alexander Tarasevitch, Clemens Wiinsche, and Dietrich von der Linde

1 Introduction

The generation of harmonics of the highest possible order has always been a
major challenge in nonlinear optics. Generally, nonlinear optical processes
become more efficient at higher laser intensities. However, qualitative changes
in the nature of the nonlinearity of the laser—matter interaction take place in
certain characteristic intensity regimes. One is related to the inner-atomic
electric field strength (for the hydrogen atom — 10° V/cm, corresponding to a
laser intensity of about 10'® W/ cm? ). At this intensity level, perturbative non-
linear optics breaks down [1, 2]. One of the remarkable effects in this intensity
regime is harmonic generation up to the 300th order in noble gases [3, 4].

For intensities exceeding 10! W/cm2 matter is highly ionized. New non-
linear plasma physics rather than neutral atom nonlinear optics comes into
play. The crucial parameter in this intensity regime is the dimensionless ampli-
tude of the laser field ay = eE/(mwyc) which is equal to the normalized electron
quiver momentum p,./mc. Here Eis an electric field strength of the laser pulse,
m and e are the electron mass and charge, wy is a laser frequency, and c is the
speed of light. Significant qualitative changes in the nonlinear interaction take
place in the relativistic regime, ¢y > 1. The corresponding light intensity is
usually quoted as JA2~1.37 x 10" W /cm?yum?, where I and A are the laser
intensity and wavelength, respectively.

On a femtosecond time scale, the motion of the ions can be neglected and
nonlinearities of the electron current j = —en.v are responsible for nonlinear
optical effects. The electron density n, and the velocity v are nonlinear functions
of the electromagnetic fields, and both sources of nonlinearity contribute to
high-order harmonic generation (HOHG). In underdense plasmas, the two
contributions tend to cancel each other and the resulting harmonic efficiency
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in bulk plasmas is low [3, 6, 7, 8]. The situation is quite different in overdense
plasmas where harmonic generation occurs in reflection geometry.

High-order harmonic generation from solids was observed for the first time many
years ago by Carman et al. [9, 10] who used nanosecond laser pulses. A key point of
the theoretical explanation was the assumption of a step-like plasma density gradi-
ent. Electrons driven across this steep gradient by the laser field perform a strongly
anharmonic motion which leads to the generation of odd and even harmonics.

Recent theoretical work has suggested that HOHG from solid surfaces can be
orders of magnitude more efficient [11, 12, 13, 14, 15] than HOHG in gaseous
media. The crucial point is to carry laser—solid interaction into the relativistic
regime using femtosecond laser pulses of very high intensity. The essential features
of HOHG in this regime have been interpreted by Lichters et al. [16, 17] and von
der Linde et al. [18, 19]) in terms of a phase modulation effect. They have used the
“oscillating mirror model” of HOHG, originally developed by Bulanov et al. [20].
This model also offers a descriptive view of HOHG in the time domain. According
to this picture, the harmonic frequencies result from the anharmonic distortion of
the laser carrier wave upon reflection from a rapidly oscillating surface.

Detailed numerical simulations of the complex collective electron dynamics,
in particular particle-in-cell (PIC) simulations [16, 17, 20, 21], have greatly
contributed to the understanding of harmonic generation at a plasma—vacuum
boundary. In [16], it was shown that the results of PIC simulations and the
predictions of the simple oscillating mirror model are in good agreement.
However, most of the calculations have been carried out at much lower than
solid density and mostly for step-like density profiles. These restrictions make
direct comparisons with experiments difficult because the density and the
density profile of the plasma are key parameters in HOHG from solid surfaces.

Although the generation of femtosecond laser pulses with relativistic inten-
sities is state of the art [22], the conditions for relativistic interaction with a solid
density plasma are rather difficult to actually achieve. Typically, prepulses and/
or a slowly rising leading front of the laser pulse lead to a premature ionization
of the target, and significant expansion of the plasma sheet may occur before the
arrival of the pulse maximum. The plasma expansion lowers the thresholds of
various types of plasma instabilities which can distort the plasma sheet or even
destroy the conditions for harmonic generation [23, 24, 25, 26]. This difficulty
has prevented relativistic interaction in most previous experiments [27, 28, 29,
30, 31]. Only recently has successful HOHG using femtosecond pulses in the
relativistic regime been reported [32, 33, 34, 35].

2 Modeling of High-Order Harmonic Generation
2.1 Oscillating Mirror Model

Harmonic generation by an intense light wave incident on a plasma—vacuum
boundary involves very complex, collective interaction of the electrons with the
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electromagnetic fields. The oscillating mirror approximation [11, 16, 17, 18, 19]
consists of two distinct steps. The first step is to neglect the details of the
electron spatial distribution and to represent the collective electronic motion
by the motion of some characteristic electronic boundary, e.g., the critical
density surface. This surface represents the oscillating mirror from which the
incident light is reflected. The ions are regarded as fixed, positive background
charges. In the second step, the emission from the moving boundary is calcu-
lated, in particular the harmonic spectrum generated upon reflection of the
incident light.

2.2 Oscillations of the Plasma Surface

Let an intense light wave impinge on an overdense plasma with a sharp bound-
ary (L < A). The overdense plasma is highly reflective. The electrons near the
plasma boundary are driven by the total electric and magnetic fields resulting
from the incident and reflected waves. Inside the plasma, the electromagnetic
fields decay exponentially over a distance given by the skin depth.

The equation of motion of an electron near the boundary is

d(myv)

e
a@ :—€E1—€E—EUXH:Fp+Fem; (l)

where v is the Lorentz factor of the electrons. E| is the longitudinal electric field
resulting from the electron—ion charge separation which gives rise to the restor-
ing force F, = — eEj. The light wave with the electric and magnetic field
strengths of E and H is acting on the electron with the force Fep,.

We are interested in the motion of the plasma surface layer. A qualitative
picture of this motion can be obtained by considering the orbit of a single free
electron under the action of the electromagnetic wave of frequency wy, neglect-
ing for a moment the restoring force Fy,. The electron performs the well-known
“figure-of-eight” motion in a plane spanned by the wave vector and the electric
field [36]. Figure la and b illustrate the situation for a slab of plasma for p- and

Fig. 1 Directions of the electric and magnetic fields and “figure-of-eight” orbit of an electron:
(a) for p-polarized light, (b) for s-polarized light. The dashed line indicates the incident and the
reflected light
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s-polarized incident light, respectively. For p-polarization, the electron orbit is
in the plane of incidence, and the normal component of the electron motion
oscillates at wy (Fig. 1a). On the other hand, for s-polarization, the plane of the
orbit is perpendicular to the plane of incidence. In this case, the electron moves
back and forth across the boundary fwice during one cycle of the field, i.e., we
have a normal motion of the electron surface at 2w (Fig. 1b).

It is quite useful to perform a Lorentz transformation from the laboratory
frame K to a new frame K which moves along the y-axis with a velocity of
V = ¢ sinf[37] (see also [16, 20, 21, 38]). Here @ is the angle of incidence in the
laboratory frame, as shown in Fig. 1. This transformation allows the general
case of oblique incidence in the laboratory frame to be reduced to normal
incidence in the moving frame. It will considerably simplify the second step,
i.e., the calculations of the emission caused by the oscillating electrons, which
will be discussed later.

In the moving frame, the incident wave propagates normally to the plasma
surface, while plasma itself moves with the velocity — V" along the y-axis. The
frequency wy changes to wf, = wocosd. The amplitudes of the electric and
magnetic fields of an incident p-polarized wave are in the K frame given by

Ej = (—Eysinf, Eycos6,0), H= (0,0, E). )

In the K’ frame they take the form [36]
E!, = (0,Eyco0s0,0), Hi, = (0,0, Ejcosb). (3)
For s-polarization, the incident fields change from
Ey=(0,0,E)), Hy = (FEysinf,—Eycos6,0) @)
to
E!, = (0,0, Eycost), Hi, = (0,—Ejcosb,0), (5)

respectively.

Let us estimate the amplitude sy of the electron oscillations along the x-axis
in the nonrelativistic limit. We first find the tangential components £ and H; of
the total field at the plasma boundary (x = 0). For a highly reflective plasma,
the amplitude of the reflected wave is nearly equal to that of the incident wave.
For this reason, the total field H, at the plasma surface is approximately two
times as big as the tangential component of the magnetic field of the incident
wave. The electric field is given by E; = ((H; x n) [39], where { & —i(wy/w)) is
the plasma impedance, n is the normal to the plasma surface in x-axis direction,
and wy, is the plasma frequency. Correspondingly in the K frame, we have for the
tangential components of the field
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Ey = 2(WQ/wp)E0 sinwgt, H. = 2FEycoswyt
and
E. =2(wo/wp)Epsinwgtcosl, H, = —2Ejcoswytcosf

for the case of p- and s-polarization, respectively. Here we have taken
E  coswyt for the incident wave. As one would expect, on the reflective surface
the electric field strength is low due to the factor wy/w, < 1.

Changing to K’ frame, we find according to (2), (3), (4), (5) [40]

E', = 2(wy/wp)(Eo/ cosO)sinwyt, H' = 2Eycoswytcosl
and
E. =2(wy/wp)Eosinwytcos, H' = —2Ecoswtcosb.

Now we consider the driving forces for p- and s-polarization at w( and 2wy,
respectively. Unlike in the laboratory frame (see Fig. 1a), there is no normal
component of the electric field in the moving frame. The equivalent driving
force oscillating at the frequency wy, is given by

. SVH' = 2eEysin  cos O cos wol. (6)
¢

em wy’

For s-polarization, the driving force at 2w’ is given by

262

e
F! =——VvH =~ -

2 2 /
em 2, . o Ej cos™ 0 cos 2wyt. (7)

In the nonrelativistic limit with the plasma restoring force F, = mwf,x, (1)

reduces to the equation of a driven harmonic oscillator, and the oscillation
amplitude at the frequency w is

F
P p— . )
m (wg - w2>
Substituting (6) and (7) into (8) and taking into account wy, > wy,, we get
so_ L (@) g oM 9)
Ao\ wp 0 x ne 0
for p-polarization and
so_ () 2 oo (Zery3/22 (10)
Lo \wp 0 e 0
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for s-polarization, where ay = eE/(mwjc). The phase shift ¢ between the elec-
tron oscillations and the driving force is small for wy, > wj,.

As one would expect, the low plasma density is preferable for efficient
excitation of the plasma oscillations. For p-polarization, s scales as

(ner /ne)ag, while for s-polarization, the similarity parameter is (7 / ne) /2 %

2.3 Frequency Spectrum of the Emission
firom the Plasma Surface

In this section, we deal with the second step of the oscillating mirror model.
Assuming that the motion of the plasma boundary is known, the spectrum of
the radiation generated by the collective electron oscillations is calculated.

In the K’ frame, the fields and velocities depend only on x. The one-
dimensional retarded vector potential of the radiated field in Coulomb

gauge is
o0 o0
Al(x,t) =2n / / 0<tt |)IL(xl,f1)dx1dll, (11)

—00 —00

where 6(¢) is a step function, j', is an electron current, and the symbols “’” and
“| ”indicate the K’ frame and transverse (y- and z-) vector components, respec-
tlvely. The electric and magnetic fields of the emitted electromagnetic wave can
be found from (11) as E,=—(1/c)0A4;/0t, H| = —0A.;/dx, and
H,_ = 0A4,,/0x which gives

E;(x,z)z—z?n/ /(5(l—l1—

Hl, =-E| . and H. = E|.

We are mterested in the spectrum | E,(w)|* of the emitted field. The Lorentz
transformation back to the K frame gives E; = (—E, tan6 E.,, E./cos0),
H, = (E_tan0,—E,_ E. /cosf). It is clear that |E(w )\ x |E’( )|2, and we
restrict ourselves to calculating £/ (w). The thickness of the layer with nonzero
transverse electron current j, is very small, as it is determined by the skin depth
¢/wp, which is much less than A. Therefore, the current distribution in the
plasma layer is approximated by j', (x,7) = o’6(x — x¢(¢))v’, (7). Here ¢’ and
v’ are the charge density and velocity in the plane, respectively, and xo(¢) is the
motion of the plane in the x-direction.

For a periodic motion of the plane with period 7= 27 /w’, the component
of the electric field corresponding to the mth harmonic is obtained by perform-
ing a Fourier transform of (12). With the expression forj’, given above, we have

X X
fl)] (x1, t)dxydty,  (12)
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T
0

E/m( _ 27-[0-/ 1/ tmk (x—x0(1)) eimwo’tdt (13)

where k' = wj/c and x > x(1).

In (13), two different sources of harmonic emission can be distinguished: (i)
the nonlinearity of v’ and (ii) the phase modulation introduced by the oscilla-
tions along the x-axis. The phase modulation is given by k’x(¢) in the exponent.
Under nonrelativistic conditions, the excursion of the plasma boundary is very
small compared with the wavelength, k'xo < 1, and thus the modulation can be
neglected. The condition k'xg < 1 corresponds to the normally used approx-
imation of the dipole radiation [36, 41]. In this case, (13) reduces to ordinary
reflection from an optical surface. In the relativistic regime, k' xg is not negligible
and the dipole approximation breaks down. Since k'xy ~ 1 requires v, ~ c, this
source of harmonic generation can in fact be regarded as being of relativistic
origin.

Below we neglect the nonlinearities in v, and x(f) and use simplified
expressions v’ = (0, =V + v, cosw;t,0), xo(f) = sosinwy for p-polarization
and v’ = (0, =V, v coswyt), xo(t) = 59 cos 2wt for s-polarization (see (6) and
(7)). We have assumed E’  sinwy? for the driving field and /| « E’.

By substituting the expressions for v/, and x¢(¢) into (13) and using the

. 00 . . . .
Jacobi expansion e*=sinwl = S J (2)etl | the spectral distributions of the
m=—0oo

harmonic intensity can be found. In the case of p-polarization, one obtains

2|E"” = 8720”2, (xm) sin® 6 +
7, : (14
+ 27'520'/2 ?2} [Jm—l (Xm) - Jm+l (Xm)] )

where J,,, are the Bessel functions of the first kind and mth order (m = 0, 1, 2,
3...), and x,, = mk'sy.

Before proceeding to s-polarization the following points should be noted:
(i) A p-polarized driving field produces both odd and even harmonics. (ii) For p-
polarized laser light the harmonic emission is also p-polarized. (iii) The first
term in (14) is independent of the transverse velocity. It represents the harmonic
emission due to the current associated with the motion xy () of the boundary.

The harmonic distribution for s-polarization is more complicated because in
this case the transverse current v/, has both a z and a y component. From the
term ¢/, _, one obtains

Vz_
20E0 ) = 2”20/2% Ty (xm) + J%erl)/z(Xm)}a (15)

where m assumes odd integer values, and for the v/, ;== V term,
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Fig. 2 Harmonic intensity for p-polarized (a) and s-polarized (b) light. The intensity in
(a) and for odd harmonics in (b) is normalized to Z\E{"\z Even harmonics in (b) are
normalized to 2|E2|? )

2AED = 8720" T, 5 (Xm) sin® 0, (16)
where m is an even integer.

Expression (15) represents s-polarized odd harmonics. In addition, we have p-
polarized even harmonics from (16). Like the emission represented by the first
term in (14), the harmonic emission in (16) is also independent of the transverse
current, as it is directly caused by the boundary motion. It is quite evident that
the harmonic emission due to the normal motion must disappear at normal
incidence. Figure 2a and b depicts the harmonic intensity as a function of
harmonic order for p-polarization and s-polarization calculated using (14),
(15), (16). The efficiency of HOHG increases strongly with so/A or v /c (vy is
the velocity of the plasma surface). Comparison of Fig. 2a and b indicates that
for the same value of sy/A, the high-frequency roll-off of the harmonic spectra
for p-polarized light is faster than that for s-polarized light. However, this
disadvantage of p-polarization can be compensated by the higher values of
5o/ for a given driving field (see (9) and (10)).

2.4 The Time Domain Picture: Generation
of Attosecond Pulses

Very useful insight into the interaction of light with a moving plasma boundary
can be obtained by viewing the process in the time domain. This consideration
also stresses the connection between HOHG and the formation of attosecond
pulses (see the chapter of Scrinzi and Muller).

Imagine an observer looking at a light wave that is reflected from an
oscillating plasma boundary. When the boundary moves toward the observer,
the wave form is compressed. Movement in the opposite direction leads to a
stretching of the wave form. When the reflecting surface oscillates back and
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forth at the frequency of the light, an incident sinusoidal wave experiences an
anharmonic distortion upon reflection. For example, under suitable conditions,
the mountains of the wave may be so strongly compressed that the sinusoid
assumes the form of a train of pulses whose duration is a fraction of an optical
cycle. Of course, the frequency spectra of the distorted waves are the harmonic
spectra calculated in the forgoing subsection.

The emitted field in the time domain is obtained from (12) by integrating
over t; and xi:

om0 (1)

T

(17)

where the retarded time ¢, follows from the relation ¢ — ¢, = (x — x¢(#:))/c.

The actual shape of the reflected wave is critically dependent on the phase
difference v between «/, and v/, i.e., the phase difference between the driving
field and the oscillating motion of the boundary. For a suitable choice of v, the
maxima of the sinusoidal incident wave can be compressed into a series of
extremely short pulses. This situation is illustrated in Fig. 3. Equation (17)
was used to calculate the intensity of the reflected wave as a function of time
for different values of so/A and for the oscillation velocities v/.(f) = vy sin 2w
and v, = vg. sin(wyt + n/4). The dotted curve represents the undistorted sinu-
soidal wave. It can be seen that upon reflection this wave assumes the form of a
series of short peaks. For the highly relativistic case so/A ~ 0.07 the compres-
sion is quite substantial. The pulse width corresponds to approximately 1% of
the fundamental optical cycle. For an optical wavelength of 800 nm, the pulse
duration would be 25 as.

Note that the phase difference ¢ can be controlled experimentally by using a
separate pulse to drive the plasma boundary. A variety of different attosecond
wave forms can be generated by changing the phase between the laser pulse to
be turned into an attosecond wave and the pulse driving the boundary motion.
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2.5 PIC Simulations

We reiterate that the oscillating mirror model discussed above is based on two
main assumptions: (i) the details of the electron spatial distribution are
neglected and the collective electronic motion is represented by the motion of
some characteristic electronic boundary; (ii) the motion of the boundary is
considered to be harmonic. Both assumptions are strong simplifications. In
this section, we present results of numerical calculations of HOHG using a
particle in cell code. These results are quite useful for illustrating the limitations
of the described model.

The calculations discussed below were carried out using the fully relativistic
PIC code developed by Lichters et al. [16]. The code treats all three velocity
components and one spatial dimension (1D3 V code). The plasma was modeled
as a 6\ thick slab within a 10A long simulation box, 3000 cells/A, and 300
particles per cell corresponding to ne. The light pulse was assumed to have a
sin’-shape with a total width 7 = 207, where 7 is the duration of an optical
cycle (2.7 fs for an optical cycle of a titanium sapphire laser).

Figure 4 shows examples of the calculated electron density distributions as a
function of time for p- and s-polarized incident laser pulses with the normalized
amplitudes @y = 0.5 and 3. The angle of incidence is 45°. The initial plasma
density profile is a step function with an electron density ny = 18.0625n., where
ne s the critical density.

It can be seen that the plasma boundary shows a periodic density modulation
with a fundamental period corresponding to one optical cycle in the case of p-
polarization and of half a cycle for s-polarization. This is in agreement with the
basic qualitative result of the oscillating mirror model. For p-polarization, the
calculated excursion of the critical density surface corresponds to approxi-
mately 1% and 5% of the wavelength for ¢y = 0.5 and ay = 3, respectively.
This is in reasonable agreement with the predictions of the oscillating mirror
model, so/% = 0.3% and sy/% =2 2% from formulas (9) and (10).

12 n/ng
1} 30
E
Fig. 4 Electron density 10}
distributions for p- and 20
s-polarized incident laser 12
light at different field
amplitudes. The initial 1t 10
plasma boundary is located =
at x = 0 with a density - 10}
Heo = 18.0625n.. Angle of 0
incidence 6 = 45°. The 9

critical surface ne/n. = 1 is
indicated by a contour line
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Fig. 5 Harmonic spectra corresponding to the density distributions shown in Fig. 4. Circles
denote the harmonic amplitudes calculated for a¢p = 0.5 using (14) and (14). a(w) =
eE (w)/mwjc

For s-polarized laser light, appreciable surface excursions are obtained only
for strong fields corresponding to relativistic conditions. For ¢y = 3, we
calculated a surface excursion of approximately 2%. For the same conditions,
we obtain 1.3% from (10) of the mirror model.

The harmonic spectra corresponding to the density distributions of Fig. 4 are
depicted in Fig. 5. The circles show, for comparison, the harmonic intensities
calculated from the oscillating mirror model. There is a good qualitative agree-
ment between the results of the PIC simulations and the simple model.

However, the time-dependent electron density distributions from the PIC
simulations clearly show that the actual density modulations are rather complex
and not simply sinusoidal. The nonlinearity of the motion significantly
enhances the efficiency of harmonic emission. There are two principal reasons
for the greater complexity of the density oscillations: First, the plasma restoring
force is highly nonlinear and not simply given by F, = mwf)x as assumed in the
simple model. Second, relativistic nonlinearities such as the increase of the
electron mass must be taken into account for ay>1.

In real experiment, the plasma boundary is never step-like. Below we consider
a plasma with a boundary that has an exponential decrease of the density toward
vacuum. The plasma density n¢y = 49n. corresponds to the case of a fully ionized
polystyrene target interacting with the radiation at the wavelength of 400 nm:

{ﬂco exp(x/L) ifx <0
ne =
Teo ifx >0.

Figure 6 shows the calculated electron density distributions as a function of
time for p-polarized incident laser pulses with a normalized amplitude ¢y = 0.3.
The angle of incidence is 45°. According to (9) for ne = 45.56m., we find s /A =
0.1%. However, the increase in the plasma scale length reduces the influence of
the plasma restoring force, making the plasma “softer”. It can be seen that for
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Fig. 6 Electron density distributions for p-polarized incident laser light with ¢y = 0.5 and for
different plasma scale lengths. The initial plasma boundary is located at x = 0 with a density
ney = 45.56n.. Angle of incidence 6 = 45°. The initial position of the critical surface n. /n. = 1
is indicated by a dashed line

L/h=0.04and L/A = 0.2 the amplitude of the plasma oscillations corresponds
to about 3% and 6% of the laser wavelength, respectively.

The important parameter is the ratio so/L— the oscillation amplitude normal-
ized to the plasma scale length. In the case of L/A = 0.04 (Fig. 6a) we have
so/L = 1. The electrons are pushed back and forth across the steep plasma—
vacuum interface, and their motion is strongly nonlinear. On the other hand, for
L/) = 0.2 (Fig. 6b) we have sp/L < 1, and the oscillations look nearly harmonic.

The harmonic spectra corresponding to the density distributions of Fig. 6 are
depicted in Fig. 7. The circles show the spectra calculated from the oscillating
mirror model. The normalized amplitudes 5o/ (3% and 6%) were determined
from Fig. 6. For L/A =0.2 the agreement is quite good. However, for

1072 1072
N
3
= 10° 10°
—-10 —10 o L L
10 1070 5 10 15
Harmonic order Harmonic order

Fig. 7 Harmonic spectra corresponding to the density distributions shown in Fig. 6. Circles
denote the harmonic amplitudes calculated using (14). The dashed line marks the position of
the plasma frequency
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Fig. 8 Spatially resolved spectrum of the electron density. (a), (b), and (c) correspond to the
densities shown in Figs. 4a, 6a and b, respectively. The initial position of the critical surface
ne/n. = 1is indicated by a dashed line. White dotted lines correspond to wp(x)

L/ = 0.04, the harmonic efficiency is strongly enhanced due to anharmonicity
of the plasma oscillations. This enhancement shows a “cut-off” at the plasma
frequency w;, corresponding to the maximum electron density.

The spatially resolved spectra of the electron density oscillations shown in Fig. 8
provide deeper insight into the process of harmonic generation. The density plots
represent the gray scale-coded Fourier transforms 7. of electron density plotted as a
function of frequency w/wy and position x/A. Results for a step function profile
(Fig. 8a, L =0) and for exponential profiles with L/A =0.04 and L/A =0.2
(Fig. 8a and b) are shown. The dotted lines represent the plasma frequency wy,
for the electron density distribution given by (18). In the vicinity of this line the local
plasma fluctuations are resonantly enhanced and show up in Fig. 8 as a fuzzy trace.

The horizontal gray streaks at multiples of the fundamental frequency represent
the laser-induced localized charge density oscillations. These oscillations combine
with the transverse electron velocity v, to give the current density responsible for
the generation of harmonics (see (13)). The dark stripes at the bottom of the figures
correspond to 7. g, i.c., the stationary density distribution. The gray noisy
underground on the right in each plot is the plasma density fluctuations.

For the step-like boundary, all the harmonic sources lie in the same plane
x = 0 (Fig. 8a), consistent with the moving mirror model. However, the calcu-
lations for different values of the scale length indicate that plasma expansion
and increase in scale length can lead to situations that cannot be adequately
described by this model. For example, for the short scale length L/\ = 0.04,
qualitative and quantitative deviations are quite obvious in Figs. 7a and 8b.
First, the electronic motion cannot be represented by the motion of a single
characteristic electronic boundary. Instead, the sources of the different harmo-
nic frequencies are located at different positions along the x-axis (see Fig. 8b).
Second, the generation of harmonics is resonantly enhanced by the excitation of
the local plasma oscillations (Fig. 7a). Third, there is a high-frequency “cut-oft”
in the harmonic spectra because the local plasma oscillations can be resonantly
excited only up the maximum frequency given by w, at n¢ (see Fig. 8b).
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For the longer scale length L/ = 0.2, the situation is quite different (Fig 8b).
The laser field cannot penetrate much beyond the critical density. The charge
density oscillations localized at the critical density are generated, and the harmo-
nics are radiated from this density region. There is no sharp high-frequency “cut-
off” in the spectrum. For so/L < 1, the motion of electrons becomes nearly
harmonic. The mechanism of harmonic generation is now different. The relativistic
retardation effects associated with the large amplitude of the electronic motion are
important, and not the anharmonicity. This is further supported by the fact that a
very similar harmonic spectrum is achieved in the case of a pure harmonically
oscillating mirror with sy /A =0.06 as shown in Fig. 7b. The relativistic mechanism
dominates in this situation, notwithstanding the relatively low value ay =0.3.

In summary, we have seen above two different mechanisms of the HOHG. In
case of a steep plasma gradient, the HOHG can be achieved due to the non-
linearity of the plasma oscillations (analog to [9, 10]), and is additionally
resonantly enhanced by the resonant plasma oscillations. The second one is
due to the phase modulation introduced by the oscillating plasma surface
(oscillating mirror) and is of the relativistic origin.

3 Experimental Observations of HOHG
3.1 Harmonic Spectra, Divergence, and Conversion Efficiency

Experimentally, the key point in HOHG is the use of femtosecond laser pulses
with a very low prepulse level and high-intensity contrast. In this case, a steep
plasma gradient can be formed during the interaction of the pulse with the
target because there is no time for significant expansion during the pulse.
Moreover two-pulse experiments can be performed in which the scale length
can be controlled (Section 3.2).

The experimental set-up used in [33] for studying HOHG is shown in Fig. 9.
High contrast 45fs pulses at A = 800nm (Fig. 9a) from a titanium sapphire
laser were frequency-doubled in a 0.8 mm thick KDP crystal to produce pump
pulses at 400 nm with even higher contrast. An adaptive mirror compensated
the residual wave front distortions of both beams and ensured diffraction
limited focusing (Fig. 9b). As shown in Fig. 9 the blue beam and the infrared
beam were focused onto the target by the same off-axis parabolic mirror. The
peak intensity on the target for the 400 nm pulses was as high as 2x 10" W/cm?
(ap ~ 1.3).

Using the infrared beam, a plasma could be generated prior to the arrival of
the intense blue pulse. By changing the delay time between the two pulses, the
plasma scale length could be continuously controlled. The targets (optically
polished glass or polystyrene substrates) were raster scanned to provide a fresh
surface for each laser pulse.

The spectrum of the light reflected from the target was analyzed with the help
of a toroidal grating which imaged the reflected light from the target onto a
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Fig. 9 Experimental schematic for HOHG: (a) third-order autocorrelation function for A =
800 nm; (b) intensity distribution in the parabola focal plane for A = 400 nm

CCD (charge coupled device) camera. The grating and the CCD chip were
protected from the high-power-reflected blue light by a system of apertures and
a 170 nm thick aluminum film.

Figure 10 shows the harmonic spectra recorded with pulses at Ay = 400 nm, at
I~2x 10" W/jem? (ap ~ 0.5, Fig. 10a), and 7 ~ 2 x 10" (ay ~ 1.3, Fig. 10b).
At ay ~ 0.5, the harmonic spectra recorded with p-polarization exhibit cut-off at
the frequency corresponding to the plasma frequency w, of the fully ionized
target. This is typical for the resonantly enhanced mechanism described in the
previous section. No harmonics could be detected when s-polarized excitation
was used.
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Fig. 10 Experimental and calculated harmonic spectra from polystyrene (1,9 /n. = 49) and p-
polarized excitation: (a) and (b) represent single pulse harmonic spectra recorded at 5 x 10'8 W/
em? and 2 x 10'® W/cm?, respectively; (c) and (d) correspond to the normalized spectra calcu-
lated for L /A= 0.02 (solid lines) and L/ =0 (dashed line). The open red circles correspond to the
experimental energy conversion efficiency calculated from the spectra shown in (a) and (b)
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Two important qualitative changes take place when the intensity is increased
to the relativistic level corresponding to ap ~ 1.3 (Fig. 10b). First, the spectrum
is no longer cut off at wy, and extends significantly beyond the plasma frequency
of the material (as one would expect from the oscillating mirror model). Second,
harmonics can be also produced with s-polarized pulses [33]. The extension of
the harmonic spectrum beyond w,, predicted in [21, 16, 18, 19] for high intensity
is a clear indication of the relativistic interaction (see also [25, 26]). The harmo-
nic generation by s-polarized light indicates that the relativistic term of the
Lorenz force (1/c¢)v x B comes into play. The harmonic divergence was mea-
sured to be within 10° both for ¢y ~ 0.3 and ay ~ 1.3. This is somewhat smaller
than the divergence of the pump beam (~ 15°).

Figures 10c and d illustrate a very good agreement between the experimental
results and the PIC simulations. The filled circles in Fig. 10c represent the
experimental data and indicate the transition between the different mechanisms
of HOHG upon increasing the pump intensity.

3.2 Influence of the Plasma Scale Length

It is clear that in the experiments some degree of plasma expansion is always
present. The actual plasma density profile in HOHG is strongly dependent on
the temporal characteristic of the laser pulses. A poor pulse contrast may lead to
suppression of the HOHG [19, 20, 21]. On the other hand, Fig. 10d (dashed
curve) demonstrates that a certain degree of plasma expansion can be even
advantagous. The experimental spectra in Fig. 10c and d agree with the simu-
lated ones only when certain plasma expansion (L = 2% of the laser wave-
length) is assumed.

PIC simulations have demonstrated the very important role of the plasma
scale length L (e.g., see Figs. 7 and 8). Figure 11a [33] shows the calculated
dependence of the fourth and fifth harmonics on L. It can be seen that on the
step-like plasma—vacuum interface, the harmonics are relatively inefficient.
Indeed, the high-target electron density ey ~ 50n. prevents according to (9)
and (10) efficient excitation of the plasma oscillations (ney &~ 1007 is typical for
solid-state targets). Due to plasma “softening” the harmonic efficiency grows
with L for L/2.<0.05. The resonant mechanism is suppressed around L/A ~ 0.1
because it is associated with the steep plasma gradient. As a result, the harmonic
efficiency drops and reaches a minimum. With a further increase of L, the
relativistic mechanism comes into play and dominates for L/A>0.1, being
only weakly dependent on the scale length.

Experimentally the influence of the plasma scale length on HOHG was
studied in [29, 33] using the two-pulse technique. In [33] (see Fig. 9), the first
pulse (infrared prepulse) generated a plasma on the target surface. The second
(main) pulse at the wavelength of 400 nm was used for HOHG. By letting the
plasma expand for a certain time before the interaction with the main pulse a
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Fig. 11 Calculated dependence of the 4th and Sth harmonic energy on the plasma scale length
(a), parameters same as in Figs. 6, 7 and 8. Experimental dependence of harmonic energy on
the plasma scale length (b). Filled circles and squares correspond to the experimental results at
I=2x10" Wjecm?; open circles and triangles represent experimental results with
I=2 x 10" W/cm? from [29]

desired plasma scale length could be established. Thus, the influence of the
plasma scale length was studied under controlled conditions.

The experimental results qualitatively agree with the predictions of the PIC
simulations. In Fig. 11b, data points for harmonic generation with 2x 10" W/
cm? of 400 nm light are compared with earlier experimental results [29] obtained
with much lower intensity. It can be seen that for low intensity the harmonic
generation decreases very rapidly with scale length. In contrast, for high intensity
the dependence on scale length is much weaker, and harmonic generation was
observed up to L/A = 0.5. Thus, the high-intensity data do in fact show the
relatively weak dependence expected for the relativistic mechanism, whereas the
drop in the harmonic generation at low intensity is characteristic of the nonrela-
tivistic, resonant mechanism. The predicted slight increase of the energy with the
scale length for L/A<0.1 is not observed in the experiments. However, this
deviation could be due to certain initial plasma expansion at zero delay time.
The decrease of the harmonic energy at L/A > 0.4 is accompanied by an increase
of the harmonic divergence.

4 Summary

High-order harmonic generation from solid surfaces is an interesting exam-
ple of relativistic nonlinear plasma physics. The process offers a new
means of efficient generation of short wavelength radiation as well as the
production of attosecond pulses and attosecond waveforms. The basics of
HOHG can be understood from a very simple oscillating mirror model. In
general, however, HOHG is determined by the interplay of two different
mechanisms: a resonant (nonrelativistic) associated with a steep plasma—
vacuum interface and a mechanism which is basically of relativistic origin.
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The harmonic efficiency and the transition between mechanisms depend
not only on the pump intensity but also on the plasma scale length. Well-
collimated harmonics can be observed both below and above the relativis-
tic “threshold”. Very high harmonic orders and high conversion efficiencies
can be expected when relativistic laser intensities are used. However, for
such interactions very high contrast laser pulses are required.
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Table-Top X-Ray Lasers in Short Laser Pulse
and Discharge Driven Plasmas

P.V. Nickles, K.A. Janulewicz, and W. Sandner

1 Introduction

The first proposal for X-ray lasers (XRL) dates back to 1963 [1]. However, the
enormous requirements of the pump energy for these short wavelength lasers
delayed their experimental realization until 1984 when the first soft X-ray lasers
from laser-produced plasmas were demonstrated [2, 3]. The following decade
resulted in numerous successful soft X-ray laser experiments and proof-of-
principle demonstrations of important applications. However, the large size,
complexity and costs of the pump lasers (laser drivers) for these X-ray lasers
made a widespread application impossible. The development of the short pulse
high-intensity lasers based on the chirped pulse amplification (CPA) technology
during the first half of the 1990s helped to make remarkable progress in many
laboratories on the way towards compact so-called table-top X-ray lasers. Now,
the first table-top X-ray lasers driven by ultrashort high-intensity pulses have
been demonstrated and systems with a reasonable averaged coherent output
power are expected to be in use soon.

In the present contribution general features of XRLs, including the most
important excitation schemes of the table-top systems driven by short optical
laser pulses as well as capillary discharges, are described. For additional infor-
mation we refer to the books by R.C. Elton [4], P. Jaegle [5], A.G. Michette and
C.J. Buckley [6] as well as to the review article by J.J. Rocca [7].

1.1 General Properties of X-Ray Lasers

1.1.1 Amplified Spontaneous Emission

Many of the general properties, described in the following sections, are char-
acteristic for most types of XRLs. All these lasers are mirrorless and use the
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amplified spontancous emission (ASE) as the amplifying mechanism — one of
the fundamental processes present in nearly all lasers. ASE is a phenomenon in
which a group of atoms with a population inversion (active medium) sponta-
neously emits photons. This emission is subsequently amplified by a similarly
excited group of atoms in the stimulated way [8]. If the amplification occurs
along a thin cylinder including the inverted medium, for example a plasma
column, and is sufficiently high, this can result in an output beam from each end
of the cylinder, which can be highly directional, with a reasonable level of
coherence. This radiation may become strong enough to extract most of the
energy deposited in the inverted medium and put it into intense, directed and
coherent beams. Thus, the inverted medium acts as a “mirrorless laser”.

1.1.2 Gain Medium

The X-ray laser medium is in most cases a highly ionized plasma. In such a plasma
ion energy levels with allowed transitions within the EUV- or X-ray spectral range
can be excited. This plasma is created by a fast ionization process usually by either
a strong optical pump laser pulse or a fast-pulsed current in a capillary discharge
leading to a population inversion between two suited energy levels of ions.

Pump laser intensities in the range between 10'? and 10'® W/cm? are usually
used in X-ray lasers to irradiate the target, which is mostly a solid- or gas-like
material. This material is ionized and heated by the laser pulse due to inverse
Bremsstrahlung absorption (OFI process ionizes and heats the medium directly
in the same process — see §2.3) leading to a characteristic distribution of the
plasma electron density 7. and temperature 7,. Typical profiles of the electron
density and temperature in the laser-produced plasma are given in Fig. 1.

Once the plasma is created the pump laser radiation with the wavelength 4,
propagates with limited losses through subcritical plasma up to the region
(surface) of critical electron density 7. given by

Hee = wgaome/ez (1)

where g is the electric constant (permittivity of free space), m, is the electron
mass, e is the elementary charge and wy, is the plasma frequency.

wp = (ezne/eome)
or
Meelem™] = 1.11 x 10*' /2 [um] (2a)
and

wp[rd/s] = 5.64 x 10*(n,[em~?))"/? (2b)
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Fig. 1 Typical electron density and temperature distribution in a laser-produced plasma (with
the gain region for X-lasing)

The laser pulse is dominantly absorbed near the critical surface due to high
density of the medium (plasma) and hence the electrons are mostly heated in
this zone (corona zone). The absorbed pump laser energy is then transported by
the electron thermal conduction towards the target and into the corona that
expands into the vacuum (hydrodynamical expansion). Hence, the region where
the X-ray amplification preferentially takes place is the coronal plasma. Exam-
ples of the parameters relevant to this process are given below:

Density of a solid target: ~10** atoms/cm?

Critical electron density 7. (pump wavelength 4, = 1.06 um): ~10?" cm™?

Electron density 7, in the zone of high gain (depending on the atomic number
of the target): 10"°-10%' cm

Ton density: 10'-10" cm™

1.1.3 Emission Wavelength

The wavelength of the lasing transition is given by the difference in the excita-
tion (binding) energy between the two levels involved. In general the wavelength
/4 of this transition can be calculated using Moseley’s rule:

1/ = Roe(Z — 6)*(1/ny — 1/m) (3)

where R, is the Rydberg constant, Z the atomic number, ¢ the shielding
constant (expresses the shielding of nuclear charge by atomic electrons) and
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n, and n; are the principal quantum numbers of the upper and the lower
energetic levels, respectively.

For example, the transition n, =3—n; =2 (Balmer,, transition) of hydrogen-
like carbon with Z=6 emits photons with a wavelength of 1 = 182.3A or
according to the conversion formula

2[A] = 12.4 x 10° /hv[eV] 4)

with an energy of 68¢V.

Usually ions are designated by the number of electrons that have been
removed/left, i.e. C>" (CVI) is a hydrogen-like (H-like) carbon ion, which has
been produced by removing five electrons from a neutral carbon atom and
leaving only one electron bound to the positive nucleus. This carbon ion belongs
to the hydrogen-like isoelectronic sequence, i.e. the ions having the same
number of bound electrons as a hydrogen atom. In the case of the neon-like
(Ne-like) isoelectronic sequence 10 electrons remain bound to the nucleus, i.e.
neon-like titanium (Z=22) is a 12-fold ionized (Ti'*") neutral atom. Such
isoelectronic scaling to higher Z shifts the emitted wavelength to the X-ray
region. In principle all atoms from He (Z=2) up to Uranium (Z=92) can be
used as gain medium for an XRL, assuming the required pump energy can be
supplied and the plasma is transparent to the X-rays.

Up to date, XRLs with the wavelengths between 3.56 nm (nickel-like Au)
and 60.8 nm (neon-like sulphur) have been reported (see Table 1.). In the near
future an extension of the emission spectrum to shorter wavelengths seems to be
possible (hydrogen-like Na with lasing transition into the ground state 2p—1s
at ~ 1 nm (see Table 4.))

1.1.4 Population Inversion/Gain

The plasma as an active (amplifying) medium, consisting of ions of many
different ionization stages, is very unstable in time and has a typical lifetime
of several nanoseconds. In order to create a population inversion efficiently (a
prerequisite of any gain) a population reservoir should be assigned to a stable
ionization stage. Therefore ions with closed outer electronic shells are best
suited as an X-ray laser medium. In principle a rich diversity of ions could
produce, under special conditions, a reasonable amplification.

The most important closed shell ions following the widely used denomina-
tion of ions according to their numbers of the remaining electrons are shown in
Table 2. Population inversion can be realized in a system where at least three or
four levels are involved.

A simplified case of a three-level scheme is shown in Fig. 2. The upper lasing
level is pumped by electrons from the ground state. The population inversion
can be produced between the two excited levels above the ground state. The
transition from the upper lasing level to the ground level has to be forbidden



325

Table-Top X-Ray Lasers

Kepopsd goL sd 1—[¢

[cp]l  ‘wo g0 qers ey sd 0091’1 n 01~3 16’11 1-0=r "d—py ‘[IN] 0S ‘ULL
peIw ¢
Qouagroalp  Aepepsd oL ‘sd 1—r¢
eyl ‘woe0 "qers ey sd0091C'1 n uoneInies I1edu SIer 1-0=r dy—py TINI 8p ‘wnnupe)
‘Kefop
sug'l ‘sdp-rgi+ 8~]3 !
[Ls]  ‘wog( qers ey sdp—fCp1-¢c1  Aen ‘D uoneInjes ‘9'g[~/3 68°¢l  1-0=1"dy—py [INI LY "TOAJIS
perw g
QOUITIAAIP - osind uoneInjes
[ep] ‘WO 9Q ‘qels vey o[guis padeys ‘f¢ AR ‘M) S1~18 68l 1-0=1"dy—py TINI LY "TOATIS
peruw ¢—¢ Ke[op
QOUAZIQAIP sd oL sd 1-1.-¢ uoneInjes
[cp]l  "woe0 qers ey sdooo—rz1  Aen‘n 81~13 68°€l  1-0=r"dp—pp TIN] LY “I9ATIS
peiwr ¢—¢
Q0UAZIOAIP uoneInjes
ozl ‘wo 60 *qeis 1Ry AeIn ‘N 81~13 68°€l  1-0=1"dp—pp TINJ LY “I2ATIS
. eIt
L TEQ p01X1=4
peIw ¢—¢ Aeap 1 g[‘uoneinjes
90UFIRAIP sd 0oL ‘sd [-[ LS 81~
[8¢] ‘w060 “qers vey sd 009 1T’ AR 1% 89%1  1-0=r ‘dy—py TINI 9% ‘wnipe[ed
peIw -7 me—¢
EIERARING Keppsd oL ‘sd 1-[ ¢ uoreInjes o
[8c]  ‘wo 60 ‘qers ey sd 0091’1 n 89113 6881  1-0=1"dy—py TINI ‘wnuapqA[oN
[6€] wu ([ ‘qers 1I0ys/Suo] n uoneInyes 9ce  1-0 = ‘sg—dg [oN] 7T uey,
Keop su [~ 'Sy de—p¢
[15 “os] ww 6 “yynd se3 sdo 1, sdoo9 v A1) 01~ °11 6'9%  1-0 = ‘s¢-dg¢ ‘[oN] 81 IV
gl UoneINIIJuOd Suidwng  owoyds mdino 75 [, wo] uren [wu] [ ‘uonIsueI) ‘U0 Z 3931R]
JERALA dung ISUd[OAB A

(Koaans pa3da[as) T X [euorsijod juarsues} padwnd asind j10ys Sunerad( | dqe],



P.V. Nickles et al.

326

"A[oanoadsar Juowaguelre oAem Fulfjoaen) [euondo oy pue swoyds dwnd jusisuern ajousp Al pue I

(19X
1109 um@ﬁOﬂmv
[6s] s-b SvI'c  1-0=r dy—py TINI T6 ‘urIn
TIX pazifeal
[9¢] s-b 9r'c  1-0=r ‘dp—py [IN]  1se110Us 6L P[OD
rszsdoor pajorpaid 4/
[8¢] wuw | pue sd [ ‘wu e n 07 =18, w0 (g =9 €y 1-0=r dy-py TINI ‘(A0) uaIssuny,
AepPpsug'|
sde—[91 ARDY
sl Jjnd seny puesde—rg L w0y ]=3 86'6  1-0="r ‘d—py ‘[IN] ¥S X
gl uoneIngyuod Sudumg  owoyds mdino ;3 [ wo] ureny [wu]  ‘uonsuen) ‘uoy Z ‘39318 ]
JERALA dwng [ISusAB Ay

(ponunuod) 1 3jqe],



Table-Top X-Ray Lasers 327

Table 2 XRL-relevant ionic species with a closed outer shell

Closed shell n= main Number of bound Fundamental
Ion type quantum number electrons electronic structure
Helium-like n=1 2 1s
Neon-like n=2 10 1s%2s%2p°
Nickel-like ~— n=3 28 15%25%2p®3s23p®3d!°

(it should be a metastable or long-lived level), while the lower lasing level should
be rapidly emptied (see collisional excitation).

The gain, g(v), describes the beam amplification in a system without any
considerations on the origin of this amplification. As in the case of an optical
laser the small signal gain coefficient g(v) for an XRL is equal to a product of
the stimulated emission cross-section o and the population inversion density
AN on the lasing transition [4, 9]:

g(v) =0 x AN (5)
with the population inversion
AN = (Nu*leu/fl)a (6)

where N, are the upper/lower lasing level population densities and f,,_f; denote
the corresponding level degeneracy factors. Hence,

g(v) = 0 x AN = A,,)2 /81 Av(N, — N f,,/f})[em™] (7)
where A4, is the Einstein coefficient for spontaneous emission and scales along
the isoelectronic sequence as Ay o A°.

The gain coefficient depends on the line profile and for the case of a naturally
broadened transition with Av oc 4, it follows that

Excited upper laser level

u
Lasing transition
A 4 Excited lower laser level
)
(0]
c
L .
Fast Pumping
decay
Fundamental level

Reservoir of electrons

Fig. 2 Principle of a three-level excitation scheme
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g(v) o< ANA? = N, J2[em™] (8)

In general, the gain increases as a function of the plasma electron density 7.
Electron collisions that can thermalize the populations of the lasing levels and
under some conditions destroy the population inversion AN, determine the
upper limit for the gain increase. This limit varies for the different excitation
schemes.

1.1.5 Intensity

XRLs operate with a single-pass or a double-pass amplification of the sponta-
neous emission through the gain medium of length /. In such ASE amplifiers the
spectrally integrated intensity of the laser signal increases with plasma length /,
as (so-called Linford formula [10])

I(v) = (E(v)/g(w))(e2 — 1) (gle®) ™'/ 9)

where E(v) is the medium emissivity. The emissivity is the spectral density of the
emitted energy per volume and time unit; if applied within a solid angle € it
gives

E(v) = (NyhwQ/4n) Au(v) (10)

In experiment, only the intensity integrated over the line emission profile can
be observed. Hence the formula (9) has to be integrated over the spectral profile.
For a Lorentzian line profile it follows that

10) = (x7'2/2 % AVE(0)/g(0)) (e = 1) (gole) ™ (1)

where Av is the full linewidth at half-maximum (FWHM), and g(0) and E(0) are
the gain and the emissivity at line centre, respectively.

The line intensity is mostly evaluated from XRL spectra, recorded with
calibrated spectrometers and detectors like X-CCD cameras or multi-channel
plates (MCP) combined with an optical CCD camera (see common arrange-
ment in Fig. 4). A typical spectrum of the emission of a X-ray laser (here of a
nickel-like Ag-XRL at 13.9nm) registered with a flat-field spectrometer is
shown in Fig. 3. The lineout of this spectrum, demonstrating clearly how a
single emission line of the XRL signal dominates the spectrum of the plasma, is
also given in Fig. 3.

1.1.6 Saturation

The most efficient energy extraction from a laser medium (independent of the
wavelength range) is reached in an operation regime where gain saturation has
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Fig. 3 Emission spectra of a nickel-like Ag X-ray laser at 13.9 nm (4d-4p line, target length
4mm, pump energy 1.8J in a single shaped pulse) taken with a flat-field spectrometer. On the
left side a CCD camera picture shows the spectrum with the X-ray laser line. The vertical dark
lines come from inhomogeneities of the filters used. The signal extension in the abscissa
direction allows estimation of the output signal divergence. On the right side is shown the
corresponding wavelength scan, demonstrating how the XRL signal dominates the plasma
spectrum. The underlying broad, low-level background is due to the incoherent plasma
emission

been achieved. Importantly, the saturation effect limits the exponential increase
of the intensity with plasma length up to a certain, arbitrarily defined value
referred to as saturation intensity /5. Above this limit the dependence changes to
a linear one. The saturation intensity in the form of a formal criterion is defined
as the intensity where the actual gain g(v) is reduced down to half of its small
signal value, go. This intensity restriction takes place if the stimulated emission
rate becomes comparable with the pumping process. In general, the gain factor
at saturation g(v) is given by the expression

gw) =g W)/(1+ /1) (12)

The saturation intensity is found by equating the rate of the stimulated
emission to the total exit rate R, of the upper state [10] and integrating over
the line profile. In real XRLs the saturation intensity is between 10° W/cm? for
the OFI-XRLs and 10'"" W/cm? for collisionally pumped XRLs. It should be
noted that these are not the upper limits of the output but just the starting point
at which the energy extraction becomes efficient.

In most lasers an optical feedback provided by an optical cavity (mirrors)
helps to reach this saturation intensity by multiple passing of the medium.
However, in the X-ray lasers the duration of the gain (usually << ns) is much
shorter than the time required for the necessary number of round tripsin a cavity
(for instance for a cavity length of 50 cm the round-trip time is of ~3.3 ns). This
short gain lifetime is a result of either the difficulty in maintaining the stringent
plasma conditions for a sufficient period necessary for amplification in the
quasi-steady-state scheme [11, 12, 13, 14, 15, 16] or a fast self-terminated



330 P.V. Nickles et al.

CCD sensor

Harada's g Compressor
diffraction grating Mirror

X-ray beam

Pump
-' pulses
Off-axis Autocorrelator

parabola

Spherical
mirror

Step mirror for
pulse front tilt-
traveling wave

Fig. 4 Typical setup for a transversely laser-pumped single-pass XRL with flat solid target,
travelling wave excitation and a coupled X-flat-field spectrometer

nature of the population inversion in transient schemes [17, 18, 19]. Therefore,
present day XRLs normally operate with a single-pass or very seldom with
double-pass amplification in the medium. A typical experimental setup for a
single-pass XRL experiment, used, for example, in the Max Born Institute and
other laboratories, is given in Fig. 4.

There is a general rule also valid for XRLs that gain saturation is obtained
when the gain—length product g/ > 15 [13, 15, 16, 20, 21]. Figure 5 shows
amplification of two 3p—3s lines of a neon-like Ti-XRL with the increasing
target length [20, 21]. It is clearly seen that the g/-factor becomes saturated at
target lengths >6 mm.
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(g/) versus plasma length for 4 .a.. 3d-3p30.15 nm line .|
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1.1.7 Pump Power Requirements for Soft X-Ray Lasers in Plasmas

It follows from (8) that in comparison to the optical range the gain (amplifica-
tion) in the X-ray range will be dramatically reduced and requires deposition of
a significantly higher power density in the active medium to obtain the neces-
sary high gain. The minimum pump power density required to maintain a
certain population of the upper level N, scales with the expected emission
wavelength as

P = NyAyhe/)oo NyA™3 (13)

The actual power density required to obtain a certain gain coefficient
depends also on the line profile. Generally, the relation between the pump
power required and that being at disposal is one of the fundamental constraints
in the realization of an X-ray laser. It limits the volume V of the gain medium
and also the gain—length product, which is the important parameter for any
real XRL.

From a rough estimate assuming that the upper level decay rate is deter-
mined only by radiative transitions and expecting g/ =10 the required pump
intensity /,, can be estimated from the expression

I, = energy/(duration x area) ~ 10" /*[Wem ] (14)

with / in [A].

Equation (14) shows a dramatic increase in the required intensity with
decreasing wavelength. For instance, an estimate assuming an efficiency of
the energy deposition of 1% and a plasma area of 0.1 x 10 mm? shows according
to (14) that for the wavelengths of 2 = 100 Aand 2=10 10%, pump intensities of
I, = 10" W/cm? and I, = 10" W/cm?, respectively, are required. This means
that assuming a pump pulse duration of 1 ns one has to supply a pump energy of
102 or 10° J, respectively.

One of the simplest ways to reduce this enormous amount of the energy
needed is applying shorter pump pulses at constant intensity. In the case
of a 1 ps pump pulse, the required energies will decrease to 10" J and 10° J,
respectively.

1.1.8 Size and Geometrical Output Characteristics

Very high pump power densities and the usual requirement of a small optical
thickness in the transverse direction of the elongated plasma column [4] result in
gain volumes which are small in comparison to those of longer wavelength
plasma lasers in the optical range. Therefore the lasing media have sizes which
are typically 2w=10-500 um in diameter and /=0.1-50cm in length, corre-
sponding to an aspect ratio of 2w/l ~ 1:1000.
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Fig. 6 Output beam of a transversely pumped XRL. © — divergence of the XRL beam, 2w —
diameter of the amplification zone in the plasma, / — length. In the upper right corner it is
shown the transverse XRL beam distribution at the output plane (nickel-like Ag-XRL). The
dark “hot spot” in the distribution has a diameter of about 25 pm

Generally, it is requested to increase the aspect ratio by lengthening the gain
medium in order to operate the XRL in saturation or — also important — to
improve the transverse spatial coherence (see coherence). The XRL output
signal will create a narrow cone with a divergence determined by the aspect
ratio of the gain medium as shown in Fig. 6. For gain medium size with a length
of / = 1cm and a diameter of 2w = 50 pm the beam divergence is equal to

© = 2w/l ~ 5mrad (15)

A typical near field distribution of the output of the saturated XRL (Ni-like
silver at 13.9 nm) is given in Fig. 6. It is visible that the output has no TEM 00-
mode distribution as a result of the imperfect homogeneity of the amplifying
plasma in the transversely pumped XRL scheme. However, the dominating part
of the radiation is contained in a transverse area with a reasonable coherence
and an extension of about 50 um.

If the plasma column is very tight, so that it has a Fresnel number Ny = w?/ [
~ 1, then the emission from the plasma column face could emerge in a single
transverse mode. This output beam can have a large degree of spatial coherence
(although the total power will not be high, because of the small diameter of the
active volume). In the case of a half-cavity arrangement (with only one mirror
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M at a distance /y from the active medium) / in expression (15) must be
substituted by (/+/y) giving a reduction in divergence for the second pass due
to the increased length of the optical path.

1.1.9 Efficiency/Output Power/Energy

The currently available efficiency 7 for conversion of pump energy to X-ray
laser output energy is in the range of n= Ex/Ep~10° for collisionally excited
XRLs and about 10°® for OFI systems. The XRL peak output power is in the
range of several MW, assuming peak pumping power in the TW (terawatt)
range. Much effort has been put into increasing the XRL efficiency by optimiz-
ing the excitation conditions. The use of only one mirror of the quality currently
available can increase the total output by more than a factor of two.

The output energy at saturation is approximately equal to the product of the
saturation intensity, the duration of lasing and the cross-section area of the
lasing region:

Eout =2 Iy X Tx X areay (16)

1.1.10 Linewidth

The unamplified spectral profile of a plasma emission line is determined in the
most general case by spontaneous emission, electron collision, by ion—ion
interactions and the radiative transport effects. Amplified lines in the X-ray
laser will be narrowed during the amplification process as approximately the
square root of the gain—length product in the small signal regime [22]. As
the laser with mixed broadening mechanisms saturates, the homogeneous com-
ponent cancels any noticeable rebroadening effect which is observed for purely
inhomogeneously broadened lines. Inhomogeneous or Doppler broadening
results typically in a Gaussian-shaped line profile with a width (FWHM)
given by the ratio [4, 23]

Adg/ia =~ 7.7 x 1075(kT,/22)'? (17)

where kT; is in eV, Z is the atomic number.

For a high-temperature transient plasma it is Aly/ 2q ~ 5 x107°. For a
quasi-stationary neon-like selenium X-ray laser at 20.6nm a line narrowing
with an increase in the gain—length product was measured reaching a minimum
value of 0.4x10* at saturation [24] (see Fig. 7). In the case of a low tempera-
ture plasma, as it is expected for optical-field ionization recombination excita-
tion schemes (see OFTI laser), further reduction up to Alg/ Aq ~ 10 ® seems to be
realistic.
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1.1.11 Pulse Duration

The duration of the XRL pulse strongly depends on the length of the pumping
pulse and the level population kinetics of the excitation scheme, i.e. on the gain
duration. The latter depends on the temporal behaviour of ions in the ionized
plasma, and the gain duration is proportional to Z *, i.e. the gain duration
becomes shorter for higher Z-elements [25]. Short pulse pumping with picose-
cond or femtosecond pulses applied to transient or self-terminating ASE
schemes (see transient XRL) as well as to configurations with a travelling
excitation wave can result in emission of picosecond or even subpicosecond
short wavelength pulses. The shortest-to-date measured XRL pulse duration in
a transient Ni-like Ag-XRL pulse at 13.9 nm —was about 2.0 ps [26]. Inner-shell
XRLs (§ 2.4.1) should emit even shorter pulses.

1.1.12 Coherence
Spatial Coherence

Spatial coherence in the direction transverse to the axis of an X-ray laser beam
defines the length across the wavefront over which the wavefront changes by a
wavelength. In other words it is the extent of the undistorted wavefront which
can be measured at a plane at a distance Lq from the illumination source with a
diameter dj:

Deon = Lax/ds. (18)

It follows from (18) that an XRL at 2, =10nm with an output aperture of
d;=100 um illuminates coherently at a distance of Ly = 1 m an area with a
diameter of D, = 0.1 mm. Such a spatial coherence is of interest for applica-
tions requiring a small focal region (microscopy or holography).
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The area of coherence is usually smaller than the total illuminated area. The
intensity distribution can consist of ¢ small areas of coherence or transverse
modes with a correspondingly reduced power. Thus, the transverse coherence in
the X-ray beam has dimensions corresponding to ~1/¢ of the beam diameter.
The number ¢ decreases with improvement of the plasma homogeneity in the
amplification zone. Therefore, the spatial coherence as well as the power in a
single transverse mode can be increased by improving the plasma homogeneity,
enlarging the gain length or reducing the diameter of the gain region, which is
equivalent to a small Fresnel number [27]. Other methods to improve the spatial
coherence (or brightness) of an XRL include using either the half-cavity setup
or the injection of a seed (for example high harmonics) signal into an X-ray
amplifier [28]. In the case of capillary discharge XRLs, refraction at a steep
density gradient can also reduce the effective transverse source size, leading to
essentially full spatial coherence [19, 29]. This was demonstrated with a plasma
column length of 36 cm and an aspect ratio exceeding 1000:1 [29].

Very recently it was shown that a saturated transient X-ray laser in nickel-
like Ag with the length of 6 mm and pumped by only one single shaped pulse
with the energy lower than 3J could emit a reasonable coherent output signal
[30]. This result is explained by the improved plasma homogeneity caused by the
special irradiation conditions.

In practice, the spatial coherence is measured by using diffracting elements
like double slits, incoherent slit arrays, knife edges and wires. Young’s double-
slit interferometer setup and the corresponding fringe modulation are pictured
in Fig. 8.

CCD sensor

Fringes

. Harada’s
Spectrometer slit diffraction grating

d=100pm

X-rays Vertical double-slit
Target Typical slitdistance 20—-100 um

slit width ~5 pm,
Fig. 8 Double-slit setup for the measurement of the fringe visibility of a X-ray laser (single
shaped pulse pumped nickel-like Ag at 13.9 nm with 4 mm target length [141]), which allows
the estimation of the spatial coherence of the source from the fringe modulation. The insert
shows the fringe modulation for a 20 um slit distance
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The interference patterns are compared to those of an incoherently radiating
circular disk. For ideal double-slit interference, in which both slits are equally
and uniformly illuminated, the modulus of the complex coherence factor is
equal to the fringe visibility, given as

|,LL| = (Imax - Imin)/(lmax + Imin) (19)

where I, and I.,;, are the maximum and minimum intensities of the fringe
pattern.

From the fringe visibility as a function of slit spacing, the equivalent inco-
herent source size of the X-ray lasers can be estimated using the following
formula:

o 2J1 (ndsAx/)LLd)
A = = AL,

(20)

where Ax is the slit spacing, d; is the diameter of the source, z the distance
from the source to the double slit and J; is the Bessel function of the first kind,
order 1.

Temporal Coherence

An ASE emitter maintains coherence for a period 7.y, that is inversely propor-
tional to the spectral linewidth [4]:
With (Jg/Ad)~10*

teoh & (Ax/€) X (2 /D2x) 2 (3% 1077) X 24y o 5] 1

if A, = 107° cm this is equivalent to a temporal coherence of 0.3 ps.

1.1.13 Refraction

Having produced the amplifying medium (plasma), one has to create conditions
for propagation of the X-ray beam over long distances with strong amplifica-
tion, low losses and high directionality. Therefore the plasma should be dense
since gain increases with the plasma density 7.. An upper limit on the density is
set, as mentioned earlier, by electron collisions which can destroy the popula-
tion inversion. The other important restriction is often set by density inhomo-
geneities, because any plasma density gradients, Vr,, result in gradients in the
refractive index Vn according to

Vn = —(1/n)Vne/2ne, (22)
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with the plasma refractive index
n:(l—ne/nec)l/2 (23)

n. 1s the plasma electron density and 7. the critical density (see (1)).

Typically, in the region of high electron density and high gain the electron
density gradient is given by V(ne/ne.) ~ 1073 — 10~ um~".

Any gradient in the refractive index causes X-ray beam deflection which can
bend it out of the gain medium. The problem of refraction is crucial especially
for X-ray lasers using slab targets where, due to the pump geometry, the
refractive index gradients are directed towards the pump laser beam, i.e. per-
pendicular to the X-ray beam propagation in the plasma.

Since the favourable high density region in the plasma characterized by high
gain has only a narrow spatial extent (about several tens of microns) the X-ray
beam suffering refraction is bent out of this region over a distance which can be
much shorter than the maximum amplification length /, as seen in Fig. 9[31, 32,
33]. As a result the effective gain is reduced.

The typical distance over which the X-photon travels in the gain medium
before it deflects out of this volume is denoted as the characteristic refraction
length /s and given for a parabolic density profile by

ber = ltr(nec/noe)l/z (24)
where, the maximum electron density 77,.<7e., and /i, is the transverse extension

of the high gain region. The corresponding angle of refraction 6. can be
described as

Orer = (Hee/10e)'/* (25)

In the one-dimensional treatment, refraction reduces the gain by a value of 1/
lier. For large plasma length 7, >/ the real amplification is then determined by
an effective gain coefficient

Zeff = & — 1/lref~ (26)

Pumplaser

Fig. 9 Refraction of the X-
beam in a plasma with den-
sity gradient vertical to the Target
amplification direction. n. — < L, .
electron density orthogonal

to the target surface

for parabolic density profile: Lyes = Ly(Nee/ Nge) 2
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In a cylindrical plasma geometry which reflects well the situation in an
axially (longitudinally) pumped laser plasma (see OFI) or discharge pumped
system (see discharge XRL), the refractive index has a gradient with the same
symmetry. Refraction introduces here the loss term of 1//..f for each direction
and the effective gain is [7]

8eff = & — 2/1ref (27)

Several different techniques have been successfully introduced into the
experimental practice to reduce the unwanted effect of refraction. They include
the reduction of steep density gradients by the use of foil targets and a prepulse
technique as well as the use of curved targets. A promising scheme for a future
table-top XRL is also a plasma waveguide structure characterized by a density
minimum on axis as in the case of capillary discharge schemes [7, 18, 19, 20, 21,
33] (see recombination and OFI-XRL).

1.1.14 General Kinetics of Active Medium: Steady-State — Transient
State Approach

Laser medium kinetics is determined by temporal changes in the population of
various ionic energy levels in the plasma. In the rate equations describing the
changes in the population N,z of the nth electronic level in the ion with the
effective charge Z” different processes in the plasma such as ionization, recom-
bination collisional excitation and de-excitation, as well as a radiative decay [4,
34] have to be included:

AN,z /dt = ZiNiZ*Fin — Nnz» Zirni + R,z++ — Ruz- (28)

The temporal change of the population of the nth level of the Z'-times
charged ions is described by the four terms on the right side of (28): the first
term describes the income (increase in the population of the level 7 in the ion
with the charge of Z") of electrons from other levels of the same ion and the
second one the loss of electrons to those levels. The total rate I';, i in (28) is the
sum of specific rates of all processes included in the population changes of a
given level n. The third and fourth terms are responsible for the population
changes of a given level due to ionization and recombination.

For practical modelling (collisional excitation schemes) one can simplify the
(28) by taking into account only collisional ionization and recombination and
neglecting the radiative ionization and recombination. A further, often used
simplification relies on choosing only the ion species of interest (for example
Ne- or Ni-like) and separating the level rate equations from those describing the
creation of the given ion species. In this case one can write for these ions the
reduced rate equations as follows:
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dNaz: /dt =" Niz-Sin — Naz- Y Sui (29)

where Nz« is the population of the nth level of the given ion species, and S;,
= Sin(Z, ne, T,) the total probability of the transition i — n (n—1).

If the ion species concentration € is the ratio of the number of a given ion
species and the number of all ions in a volume unit

2= Nzl 3y D Ly Noz (30)

the dynamics of the ion creation (excitation and recombination of different ion
species) can be written as

dez/dt = [ez_1Cy_| +e2:1Cy ) — e2(Cy, CH)ne (31)

where C'; is the ionization rate and C®, the recombination rate.

The (30), (31) describe fully the ion system. They must be solved in combina-
tion with the hydrodynamics equations for the distributions of ., and T, which
are difficult to solve in a general case. It is therefore useful to distinguish
between three different approximations for three different limiting cases [35].

1.1.15 The Steady-State, Quasi-steady-state and Transient Approximation

The transient approach is the most general case and relevant for pumping with
short- and high-intensity pulses. Here changes in £, introduce changes in the
populations N,,:

dez/dt # 0and dN, /dt # 0 (32)

The electron density 7. and temperature 7 are still assumed to be constant
during lasing.

Which approximation is favourable for a given pump scheme depends on the
characteristic times of the processes involved, namely

Thyd: characteristic time of hydrodynamic changes in the plasma parameters
7;: characteristic time of ionization
7,: characteristic time of the relaxation of excited electronic levels.

It is worth noting that all three characteristic times can be considered
partially independent. Since both the ionization as well as the excitation result
from collisions with free electrons, their characteristic times change with the
electron density and temperature. The characteristic time needed for a plasma
to get the necessary n, and T, 75,4, is determined by the pump laser parameters.
Hence, slowing down or accelerating plasma heating by choosing duration of
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the pump pulse, one can realize different conditions characterized by different
relations between, 7,4, 7; and 7,.

The transient approximation is the most relevant approach for short pulse
pumping, where neither the populations nor the ionization stages have enough
time to equilibrate on a time scale of the hydrodynamic evolution of the plasma.
Therefore, not only the above-mentioned kinetic equations but also hydrody-
namic equations should be included in the description to determine the tem-
poral dependence of n.(¢) and T.(¢), i.e. to solve the problem fully. Transient
approximation means that at t = 0 the electron temperature abruptly increases
from T, = const. 1 to T, = const. 2. The characteristic time of this change
should be very short and after this process one can use the approximation of
T, = const., n.= const. and Thyq < (7 and 7,), i.e. the rise time of the excitation
is comparable to the interatomic relaxation time.

The transient regime is characterized by the highest gain. Simulation predicts
values of g ~ 10>-10° cm ! and experiments have resulted in g values of several

tens of cm .

2 Excitation Mechanisms
2.1 Collisional XRLs

The first demonstration of a collisionally excited XRL in a laser-produced
plasma dates back to 1985 (Ne-like selenium [2]). At present, X-ray lasers
using the collisional excitation mechanism are most frequently used in experi-
ments. This excitation method can be generally described by the equation

Z\* +electron — Z," (33)

Here Z," represents an i times ionized atom of an element Z in which the
transition of interest occurs from the ground state to an excited upper state u.
This excitation is accomplished by energetic free electrons in the plasma that
collide with the ion Z,' " and populate, beginning at the ground state, usually
several levels including the upper lasing level. The condition for efficient excita-
tion of an ion is equality or excess of the free electron energy if compared to the
transition energy A Eq o,. Normally, the lower lasing level with a smaller energy
gap AEy to the ground state is more rapidly populated by an 0—1 transition
than the upper level by an 0—u transition. Hence, the lower level 1 must be
depopulated more rapidly to achieve a quasi-steady-state (cw) population
inversion between the upper u and lower lasing level 1. This can be realized if
the lower level | is depopulated by a fast radiative decay to the ground state 0
and the upper level is sufficiently long-lived. The high density is favourable as
the pump efficiency is proportional to the second power of the electron density
(NoPp o< n?). Three electron configurations of ions are well suited for this
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because they fulfil all these conditions as well as they have the required stability
against overionization:

Transition 3p—3s in Ne-like, 4d—4p in Ni-like and 5f—5d in P-like ions.

In reality, the situation is more complex. Taking into account the fine
structure of these levels several lasing lines will be allowed for each ion type.

2.1.1 Ne-Like and Ni-Like Schemes
Ne-Like Scheme

In the neon-like scheme (see Fig. 10) lasing is possible on the 1s*2s*2p°3p—1
$22s*2p>3s transition. From here on the unchanged core electron configuration
will be neglected and only the configurations of the highest valence electron
shell (Fig. 10) will be discussed.

According to the fine level structure high population inversion can be
obtained for the three transitions: (a) 3p (/=0) — 3s (J=1), (b) 3p (J=2) —
3s (J=1) and (¢) 3p (J=2)— 3s (J=1). Here J denotes the total angular
momentum of the electron in the j—j coupling. The level description in Fig. 10
includes notation (j;, j»); with j;, j> being the angular momenta of the core and
valence electrons.

The population inversion between these levels is created by a combination of
electron collisional excitation from the Ne-like ground state 2p® and dielectro-
nic recombination from the higher lying F-like states followed by radiative—
collisional cascades: the “J=0-1" population inversion is mostly produced by
the collisional excitation, while for the “J=2-1" inversion both effects are
responsible. The lasing wavelengths of these three main transitions in Ne-like
ions with different Z are shown in the Fig. 11 [34]

F-like Ground Level
5

2p
2p5 4p

L. a2 =0
2p°3p (112, 32)3=2

(372, 3/2)J=2

Lasing lines

12,12)I=1
S

(3/2,112) I =1 Collisional
excitation

2p° 3

(Fast Radiative decay)

2p°07=0
Ne-like Ground Level

Fig. 10 Simplified X-ray laser excitation scheme on 3p-3s transitions in Ne-like ions



342 P.V. Nickles et al.
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Despite the large gain values and gain—length products realized with neon-
like X-ray lasers, their scaling to shorter wavelengths is not favourable, since the
energy gap between the lasing levels is relatively narrow and ions with higher Z
are necessary for shorter wavelengths. This is usually connected with an enor-
mous pump power requirement.

For example, scaling of the necessary pump intensity of a 500-ps pump pulse
at 530 nm with the expected X-ray laser wavelength A, was empirically deter-
mined as [13]

I,[W/em?] ~ 1.2 x 10'°(4.5/ ), [nm])*? (34)

Approximate scaling of the emitted wavelength with the ion nuclear charge
Z" for neon-like XRLs is given by [4]

Ix [A] = 4.6 x 10°/z*7° (35)

Ni-Like Scheme

The laser transition in a Ni-like ion is a direct analogue of the 2p°3p—2p°3s
transition in the neon-like ion, but for n=4 (see Fig. 12). This transition is
denoted as 3d°4d-3d%4p.

The 4d levels predominantly pumped by collisional excitation from the 3d'°
ground state are long-lived if compared to the characteristic times of the
radiative decay to the ground level, while the 4p levels rapidly decay back to
the ground state. The quasi-stationary X-ray lasers using this scheme were first
demonstrated in 1987 in a laser-produced plasma of Eu at 7.1 nm [36]. The
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Fig. 12 Simplified X-ray laser excitation scheme on 4d-4p transitions in Ni-like ions. In the
case of a transiently pumped XRL the population inversion between the upper and the lower
lasing levels is nearly independent of the fast radiative decay from the lower level and only
determined by the specific level population kinetics [34]

energy gap between the ground state and the upper lasing levels in Ni-like ions is
twice as large as the electron energy, which optimizes the abundance of Ni-
like ions. In experiments Ni-like X-ray lasers show significant gain only on
the J=0-1 lines while the /=2-1 and J= 1-1 transitions have little or no gain
[37]. Ni-like ions also show a favourable scaling to shorter wavelengths than
Ne-like ones and the spectral range of 4 nm has been reached with high-Z-
atoms (Au) in the quasi-stationary scheme. The wavelength scaling along the
nickel-like isoelectronic sequence for the 3d°4d—3d°4p transitions is shown in
Fig. 13 [34]

An empirical scaling law for the necessary pump intensity (again for 500 ps,
530 nm pump pulse) is given as [13]

I,[W/em?] ~ 2.5 x 10'4(4.5/J, [nm])*” (36)

The required pump intensity for the Ne-like and Ni-like ions differs only by
the multiplication factor that is smaller for the Ni-like ions. Therefore Ni-like
X-ray lasers can in principle work at shorter wavelengths for the same amount
of pumping energy or lower energy at the same wavelength.

Summarizing, the most important requirements that have to be fulfilled for
collisionally pumped X-ray lasers are
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— alarge abundance of the desired ions (Ne-, Ni- or Pd-like ions [38])

— sufficient electron density, as the collisional pump rate depends on the
collisional rate and hence on the electron density

— most probable electron energy should be comparable with the excitation
energy from the ground to the upper lasing level

— the decay of the lower lasing level population should be very fast

— the electron density gradient should be as smooth as possible in order to
prevent the X-ray beam being refracted out of the gain region.

2.1.2 Realization of Transient Collisionally Pumped X-Ray Lasers
Transient Excitation Scheme

Since 1990 much effort has been put in optimization of the pumping process and
reduction of the unwanted refraction effect during the X-ray beam propagation
along the plasma. Several irradiation schemes have been successfully estab-
lished to control the excitation process by irradiating the target with two or
several pulses (multi-pulse pumping) delayed relative to each other to separate
the most important processes responsible for gain. In all these cases the dura-
tion of the pulses was either comparable or equal to at least several tens/
hundreds of picoseconds. In spite of the remarkable reduction in the pump
laser energy to the level <100J caused by the new pumping technique, these
systems are very far from the class of the compact X-ray lasers.

An important step towards a low-energy-pumped X-ray laser was the pro-
posal to reduce the pump energy by shortening the pump pulse to a ps-level,
since the plasma production is dependent on the pump intensity necessary to
create the desired ion species. The short pulse pumping method has mainly
benefited from the development of the chirped pulse amplification technology
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(CPA) in the early 1990s that allowed production of pulses with durations
shorter than 1ps. As a result, the first transient X-ray laser in 3p—3s Ne-like
Tiwas demonstrated in 1995 [39]. This result originated in an earlier proposal to
use ultrashort pumping pulses for collisional XRL schemes [40, 41]. The dras-
tically reduced need of the pump energy in this excitation scheme has shown a
new route to table-top XRLs. Nowadays this short pulse excitation scheme
dominates the research field of X-ray lasers.

The transient collisional excitation scheme utilizes two laser pulses with a
long nanosecond pulse producing a plasma with an abundance of the required
Ne-like or Ni-like ions. After a controlled delay to allow for plasma expansion,
which is necessary for both efficient pumping and optimum propagation along
the plasma column, a short picosecond laser pulse (~1-2 ps) generates a tran-
sient population inversion by fast collisional heating (see Fig. 14).

The short heating time by a very short and intense pumping pulse enables
achieving of a high gain within a few picoseconds — before collisional redis-
tribution (relaxation) of the excited state population takes place. That means,
the population inversion has a transient character and gains higher than
100cm " are predicted. As a consequence saturation for target lengths of less
then 1 cm is possible. After that the system returns to a quasi-steady state with
gain values too low for a net amplification. Therefore the pulse duration of a
transient XRL pulse is intrinsically short (several ps). The main advantage of
this pump scheme is a reduction in the pump energy to the level lower than 10J
which is sufficient to drive the inversion. Transient collisional pumping has
been used for Ne- and Ni-like ions where gain values up to g=63cm ' and
saturation were demonstrated using solid slab targets. Moreover, saturated
gain with g/~16 demonstrated on 4d—4p, J=0-1 transition in Ni-like XRLs
with wavelengths between 13.9 and 20.3nm was accompanied by a further
reduction in the necessary pump energy down to ~71J. The irradiation condi-
tions with travelling wave excitation have been optimized [42, 56].

Very recently, a new modified transient scheme was demonstrated using only
one shaped short pumping pulse, in contrast to the common transient schemes
with two pulses. The pulse was deliberately shaped to meet the requirements for
the creation of a preplasma and following rapid heating phase. This method
takes the advantage that the plasma plume created in this way is more sym-
metric and homogeneous. This gave saturated lasing in Ni-like Ag at 13.9 nm
with less than 3J of pumping energy [43]. One of the specific features of this
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scheme is the optimum duration of the pump pulse (FWHM) within the gap
between 5 and 10 ps. That means, the system can show a moderate transient
behaviour. This has also been confirmed by EHYBRID simulations. The tem-
poral dependence of the gain of a Ni-like Ag-XRL at 13.9 nm for the pumping
parameters, 20mlJ in the 2 ns background and 2.6J in the 6 ps main part of the
pulse, is shown in Fig. 15. It has been easily seen that the gain is very high even
after 20 ps, which is in contrast to the common double pulse pumped transient
schemes. The duration of the output pulse is expected to be of the same order of
magnitude. This was confirmed by the experiments reported [44, 45]. The pump
pulse parameters described are moderate and close to those of commercially
available laser systems with higher repetition rate. Therefore, short pulse table-
top X-ray lasers of reduced size and high repetition rate are now realistic.

Travelling Wave Pumping

The transient excitation produced by a short pump is accompanied by a short
gain duration. Therefore, the finite transit time of X-ray photons as they travel
along the plasma column can reduce the effective gain—length product of the X-
ray laser. It becomes increasingly important to use a travelling wave pumping
scheme in order to increase the effective active medium length that facilitates
extraction of the maximum energy from the medium by a short XRL pulse.

In the travelling wave (TW) pump geometry a front of the incident optical
beam is tilted in such a way that the pumping beam produces an excitation wave
which travels along the target at the same velocity as X-rays propagating
through the plasma. A tilt of an additional grating as shown in Fig. 16 is a
method frequently applied in practice to achieve the described effect. The
grating arrangement is characterized by a tilt angle ¢:

tan ¢ = 4,/ D cos(6p) 37)

with A, the pump laser wavelength, D the groove spacing of the grating, 0, the
diffraction angle. In an experiment, one has to select the groove spacing and the
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angle of incidence 6, so that the tilted wavefront synchronizes with the transit
time (~33 ps/cm) of X-ray photons in the laser medium.
Travelling wave velocity is given by

v=c/tan (38)

where « is the angle between the wavefront and the target surface and / is the
target length.

Other alternative methods of travelling wave excitation are based either on
the use of a stepped mirror or prism to divide the beam into separate beamlets
with a variable time delay [46, 47] or on a tilt of a diffraction grating in a CPA
compressor [48]. Normally, in the latter both gratings should be as parallel as
possible to ensure optimum compression of the chirped laser pulse and some-
times an additional grating behind the CPA compressor is used to tilt the
front [49].

Gas Puff

Another variant of the prepulse technique is the use of dense gases irradiated
with double pulses. An electromagnetic valve is used to produce an elongated
homogeneous gas column at high repetition rate. The system can be driven in a
transverse or longitudinal pumping arrangement. In the case of a transversely
irradiated column of argon high gain was demonstrated on the neon-like,
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3p—3s,J=0-1 transition at 46.9 nm [50, 51]. Very recently transient X-ray lasing
was demonstrated with a similar setup in nickel-like Xe at 9.9 nm [52].

The gas puff setup is very promising for a highly repetitive X-ray laser
supposing the required pump energy can be further reduced.

Fast Discharge Capillary

In comparison to the laser-pumped XRLs the direct excitation of plasma with
an electrical discharge has the advantage of generating compact, cheap, simple
and very efficient X-ray lasers. Fast capillary discharge plasma as a lasing
medium was first proposed in 1988 [53]. The basic capillary scheme is described
in [17, 18, 19], and different capillary setups are now under operation [54].

The capillary discharges that have proven to be most efficient among the
excitation schemes of soft XRLs have a fast current rise, typically 1040 ns. The
short current rise time minimizes the amount of material that is ablated from the
capillary walls before a magnetic field compresses the plasma, detaching it from
the walls [17]. The generated plasma of these fast discharges is not stationary
but rapidly contracts, heats up and subsequently expands. These discharges
with a rapid plasma column compression have several advantages in compar-
ison to efficiently pumped small-scale X-ray lasers [17, 55]:

— high axial uniformity that results from highly uniform initial conditions
during very fast compression [17]

— plasma columns with very large length to diameter (aspect) ratio (up to
1000:1) [17]

— reasonable density level with the radial profile showing its minimum on the
capillary axis

The radial electron density distribution with its minimum on the capillary
axis allows for guiding of the propagating X-ray pulse.

The capillary, typically driven by a very strong pulsed current with the peak up to
~100 kA and a rise time of 11 ns (10-90% current) is dedicated to the excitation of an
Ar plasma column with a length of several tens of centimetres. The principle setup is
similar to that of a short pulse-excited capillary discharge working in a hybrid scheme
(see Fig. 14) described in details in the following chapter of Rousse and Ta Phouc.

In a 40 cm long capillary with a 4 mm diameter saturated lasing in a steady-
state regime on the 3p—3s, J=0-1 transition in neon-like Ar-XRL at 46.9 nm
(26.5¢eV) has been shown by single and double passing with one Ir mirror at a
4 Hz repetition rate. The output pulse duration was about 0.8 ns. This XRL
delivers spatially coherent pulses with an averaged energy of 0.88mJ
(=2 x 10" photons/pulse), corresponding to an averaged power of 3.5mW
[18, 29]. With a peak spectral brightness of 2x 10?° this table-top laser belongs
to the brightest soft X-ray sources. No other soft X-ray source, independent of
its size, is presently capable of producing simultaneously such a high average
coherent power and peak spectral brightness. However, in order to shorten the
wavelength of the capillary discharge neon-like XRL below the presently
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available 46.9 nm one has to apply much higher discharge currents of more than
100 kA in order to excite the suited neon-like ions. This is a serious technolo-
gical challenge. Shortening of the output pulse duration in this quasi-stationary
excitation system up to several tens of picosecond also seems to be impossible.

Hybrid Pumping of Capillary

Both the short laser pulse pumped transient scheme and the quasi-stationary
capillary discharge excitation are to some extent complementary and together
seem to be very promising candidates for compact and highly efficient XRLs.
Capillary discharge is a very compact and cheap source of a preformed homo-
geneous plasma for transient inversion pumping and it could replace the whole
optical laser system delivering the nanosecond pumping pulse (see § on transient
pumping). The short, guided in the preformed plasma picosecond pulse can
heat it rapidly. Moreover, quasi-travelling wave pumping is inherent for this
scheme and guiding in a symmetric plasma pipe reduces the refraction problems
strongly present in the conventional laser-pumped transient system. Addition-
ally, the high-intensity short pulse could easily improve the plasma ionization
stage by field/multiphoton ionization. The principle scheme of this XRL type is
presented in Fig. 17, where also a coupled spectrometer for the XRL signal
registration, as used in experiments, is shown.

Such a hybrid laser system was demonstrated for the first time for a neon-like
3p-3s, J=0-1 transition in the form of a sulphur soft X-ray laser at 60.84 nm
[44]. The preplasma of the hybrid system created by the discharge has to fulfil
two requirements:

— it has to be sufficiently dense to ensure strong energy absorption by the
inverse Bremsstrahlung mechanism

— the elongated plasma column should have the specific density profile that
ensures an efficient guiding of the pumping pulse and possibly uniform
heating over the whole plasma column. The calculated radial density profiles
in a sulphur capillary plasma for two diameters of 0.5 and 1 mm are shown in
Fig. 18. For the capillary of 1 mm diameter the resulting low electron density
on the axis is prevented from strong amplification and no lasing is to be
expected

Capacitor )
Laser: 1-2 ps Capillary

E =0.1-15J

A=1.05um
Fig. 17 Scheme of a short /I-
pulse pumped hybrid -—) e . IES
capillary discharge XRL |
with a coupled soft X-ray
flat-field spectrometer
[44, 45]

d=170pum
focus dia.

Trigger
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As a consequence, the original capillary design used in [17] had to be
modified to make it suitable for IR laser pumping. The maximum gain for a
10-mm long sulphur capillary pumped longitudinally by a 1 ps, 1053 nm pulse
with energy lower than 0.5J was 4.7cm . For a 30 mm capillary a gain-length
product of g/ =6.68 was obtained. The ratio of gain—length product (g/) to the
pumping energy (£, (J)) was very high and equal to 3.1 J! (including pumping
laser energy as well as the total electrical energy dissipated in the discharge).
This value belongs to the highest obtained for collisionally pumped XRLs.
Typically this value is between 1 and 2J .

Presently, the work on higher Z-elements used as a capillary material (Ti,
Mo, Aga.o.) to shorten the emission wavelength is in progress. This new type of
a transient XRL seems to be a promising scheme for an efficient compact short
pulse emitting soft XRL, supposing the durability of the capillary against the
current pulse can be improved.

2.2 Recombination XRL

2.2.1 General Features

The recombination laser is conceptually very simple: it consists of four basic
processes. The population inversion is produced by electrons from a reservoir of
free electrons in a cold plasma that recombine, relax by collisional-radiative
cascade and populate the upper lasing level, while the lower level remains less
populated. The best efficiency should be obtained if the reservoir is ionized to
the next highest (relative to the lasing ion) ionization stage. The process can be
described by the relation
Z(()’+1>+ + 2electrons — Z, 't + electron — Z, " + electron (39)
The principle level diagram with the mechanisms involved in creation of the
population inversion is shown in Fig. 19.
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Required basic plasma parameters to fulfil the conditions for recombina-
tion XRLs include low electron temperature (7.<50¢V) and high density
(7:>10%° cm ). In the specific case of the H-like scheme (other approaches
like helium- or lithium-like schemes are direct analogues), the lasing level will
be rapidly excited by three-body recombination processes and a subsequent
collisional-radiative cascade with rates proportional to n.’/T.” [4]). Recom-
bination schemes have the important advantage of more favourable scaling
towards shorter wavelengths and an intrinsically higher quantum efficiency [3]
than collisional systems. This is due to operation of the recombination
schemes on transitions involving a change in the principal quantum number
(e.g. n=3-2 or n=2-1; where n is the principal quantum number, and n=1
denotes the ground state). Gain has been observed in many systems, for
example, expansion-cooled H-like [60, 61, 62], Li-like and Na-like [63, 64,
65] and radiatively cooled H-like systems (see Table 3).

Recombination X-ray lasers require a short pulse pumping since only in this
case a rapid heating close to solid density can be realized that in turn enhances
cooling of the plasma during the following expansion phase. The requirement
that the expansion rate has to be as rapid as possible but with sufficient time for
ionization defines in principle an optimum pulse duration for high gain [66, 67].

Excitation systems working on transitions into the ground state (n= 2-1)
require very high intensity and a very short pulse driving laser in order to create
significant gain. Lasing to the ground state allows emission of much shorter
wavelength, since the shortest wavelengths that can be expected from an elec-
tronic transition between two adjacent levels of a given ion require transitions
between n=2and n= 1. As the energy of the levels scales as 1/n7, the wavelength
of a transition decreases with increasing n. For instance, the wavelength of a
n=2-1 transition in an ion is five times shorter than that of a n =3-2 transition.
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In contrast to the transitions to the ground state the systems working on
n=23-2 transitions have the advantage that the pumping laser pulse can be
relatively long (ns range). This is due to the fact that radiative transition
between these levels is about an order of magnitude slower than the transition
to the ground level, and the population inversion can exist between them even if
the population of the ground level is two to three orders of magnitude higher.
This makes it possible in principle to use low power driving lasers (e.g. compact
and quite inexpensive commercially available YAG lasers).

2.2.2 Realization of Recombination Pumped X-Ray Lasers

Thin fibre targets have been successfully used to realize a rapid adiabatic cool-
ing that allowed for a high gain with a small plasma length. The first observa-
tion of a high gain equal to g=12.5cm ' on the n=3-2 transition at 18.2nmina
C’*-recombination XRL driven by a 2ps, 20J laser was reported in [68].
Carbon fibres of 0.5cm length and 7 um diameter supported at one end have
been used as targets. Also lithium-like and sodium-like ions are promising
candidates for lasing. They offer higher quantum efficiency than hydrogen-
like ions. A recombination sodium-like copper XRL with high gain at 11.1 nm
driven by a 2 ps, 20J laser pulse was reported in [69].

Very promising results on the way to a table-top recombination XRL were
obtained in a fast recombining plasma produced in a capillary. In [70] amplifi-
cation was demonstrated on the n=3-2 transition in hydrogen-like C-ions at
18.2nm. A preplasma with carbon ions was first created by ablation of the
polyethylene microcapillary wall either by a small prepulse or by the front of the
single driving pulse, while the main part of the pulse heated the plasma to
temperatures at which carbon atoms were totally stripped of electrons. Then
the plasma was cooled very rapidly and fast recombination provided an effec-
tive gain medium. In a capillary with a 350 um diameter and a 10—15 mm length
a laser pulse of approximately 10'* W/cm? irradiated longitudinally, creating a
concave transverse electron density profile allowing for good guiding of both
the pumping as well as the X-ray pulses. These conditions resulted in amplifica-
tion on the n=3-2 transition in hydrogen-like C°" ions at 18.2nm. A more
reliable setup in microcapillaries could create the preplasma by a separate laser
pulse or high-voltage discharge (see also hybrid discharge XRL). It was demon-
strated in [71] that a high gain table-top system with 1 Hz repetition rate on the
n=23-2 transition at 26.2 nm in hydrogen-like boron gives a reasonable output.
A 350 um B,Os-capillary was irradiated end on first with a 0.2 J KrF-laser pulse
followed by a 0.45J YAG pulse with 400 ns delay. It has been shown that pump
pulse propagation is very sensitive to the irradiation conditions.

In general, the most efficient schemes of the recombination XRLs working
with the transitions to the ground state have used picosecond and subpicose-
cond pump pulses, and the optical-field ionization (see § 2.3) as the ionization
process. This systems with intrinsic travelling wave operating on n = 2—1 tran-
sitions show a good scaling to shorter wavelength (see Table 4).
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Table 4 Perspectives for short wavelength recombination XRLs-induced by optical-field
ionization (pumping pulse duration <250 fs) [72, 73, 97, 98]

Wavelength Radiative transition Required pumping
Ton [nm] time for n=2-1 [ps] intensity [1018 W/cmz]
Li*>* H-like 13.5 26 0.2-0.3
Al'"* Li-like 5.2 1
B*" H-like 4.8 3.4 1-2
C>* H-like 3.4 1.6 2-4
N°* H-like 2.5 30
O’" H-like 1.8 0.53 7-10
Na'%* H-like 1.0 0.15 20-30

2.3 Optical-Field Ionization Excitation

2.3.1 General Features

Optical-field ionization (OFT) of an atom occurs when the oscillatory electric
field of an ultrashort laser pulse becomes comparable to (or larger than) the
Coulomb field, attracting the electrons to the nucleus [75]. Under such condi-
tions, optical-field ionization results in multiple-charged ions and plasmas with
controllable temperature. The resulting free electron energies can be predicted
within the tunnel-ionization model (ADK-approach)[75, 76, 77, 78]. Because of
the strong dependence of the ADK-ionization rates (Wapk) on the laser
intensity (Wapk o< I7) [79], the ion stage produced by optical-field ionization
is controlled by the laser intensity. The energy distribution of the released free
electrons is, however, controlled by the polarization of the pumping pulse [99].
Linearly polarized laser pulses produce relatively cold free electrons which are
suitable for recombination excitation (see § 2.2) of X-ray lasers [76, 77]. On the
other hand, circularly polarized laser pulses produce highly energetic electrons
that can be preferentially used in collisional excitation (see § 2.1) [80, 81].

The OFI-X-ray laser pump scheme has the advantage of strongly reduced
pump energy, since the oscillatory electric field of the driving laser pulse ionizes
the XRL-medium directly. The specific ion stages for X-ray lasing need a
threshold laser intensity 7;, which can be estimated by the formula resulting
from the classical barrier suppression model [82, 83, 84]

I = (4 x 10°/2"?) x U*[W /em?] (40)

where Z" is the charge stage of the ion and Uy is the ionization potential in eV of
the ion with the charge (Z"~1). According to (39a) the required intensity to
create, for example, He-like C*" is equal to I;, =4.3x 10'® W/cm?, which can be
produced with a sub-ps pulse of energy far less than 1.

These low pump energy requirements (£;, < 1J) of this XRL scheme allow
for higher repetition rates (10 Hz—1 kHz) if the pulses are sufficiently short.
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Fig. 20 Guiding of high-intensity fs-laser pulses in low current capillaries: (a) without dis-
charge (b) with discharge. Capillary: plastic, diameter 0.5 mm, length 30 mm. Laser pulse:
Ti:Sa at 800 nm, 50 fs, fzser~ 10" W/em?, 2w ~ 40 um

A problem for both types of OFI-XRLs is creation in a gas target a suffi-
ciently long excited plasma column with a large gain—length product. A possible
solution is the method of self-channelling applied to a tightly focused ultrashort
laser pump pulse ensuring propagation over distances much longer than its
Rayleigh zone. The interplay between self-focusing and refraction-induced
defocusing i